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‘In the wake of the hysteria of school jihadi brides and terrorist sons, 
this timely and well researched book “lifts the veil” on the mythology of 
“bad Muslim mothers”, with powerful stories of love and educational 
commitment against the odds.’ 
— Heidi Safi a Mirza, Professor of Race, Faith and Culture, Goldsmiths, 
University of London

‘…a rare and compelling insight into the views of Muslim mothers about 
their children’s education … an essential read for all professionals who 
work in education.’
— Sameena Choudry, Founder of Equitable Education

This book brings the voices of Muslim mothers into the discourse on 
parent–school relations. What they say is essential reading for teachers, 
student teachers, sociology of education students, policy-makers and 
those working with families.

Suma Din’s study gives voice to over 50 women from a wide range of 
African, Arab and Asian backgrounds, all social classes, some of them 
immigrants but many of them born in the UK. They speak about the hijab, 
choice of schools, religious festivals, the curriculum, the Prevent strategy, 
sex and relationship education and much else. 

The book sheds light on their identities, experiences and challenges as 
they support their children through state schools in Britain.

‘The fi ndings of her study are of great importance, not just to policymakers 
but also Muslim communities in general … highly recommended for 
teachers, parents, policymakers and researchers.’
— Professor Tahir Abbas, Senior Research Fellow @RUSI

Suma Din is a writer, researcher and educator who has worked with parents 
in the Adult Learning sector. She has over two decades’ experience in 
the voluntary sector, supporting women and children’s projects and 
interfaith work.
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Preface
Alina von Davier

The education of the next generation has always been important in all 
cultures, although a formal educational system was developed or adopted 
only sporadically in antiquity. One of the earliest formal schools was 
developed in Egypt’s Middle Kingdom, for example. Move forward 
2,000 years, about half way between the Middle Kingdom and the present 
day, and we encounter some of the basic concepts that shaped Western 
education: the dialectic method of Socrates and the didactic method of 
Plato. In particular, Plato’s recommendations for a national educational 
system outlined in The Republic (380 bc) became one of the most influential 
volumes for the education of many generations. Throughout The Republic, 
Plato returns to the concept of equity in education. Although I am writing 
this Preface 2,000 years after Plato, equity still occupies a central role when 
we talk about educational standards and goals for educating the young 
and preparing them to be the standard bearers who will carry human 
society forward. National examinations and consistent methods of setting 
standards are one way of approaching this goal.

Policymakers and education experts have always been interested in 
fair and accurate ways of designing and comparing educational systems 
and students’ achievement. This volume, Examination Standards: How 
measures and meanings differ around the world, continues this tradition 
and looks at how the method of setting educational standards varies across 
different countries (Chapters 1–4), and then provides a detailed exploration 
of the standards for education in several nations. I absolutely concur with 
the editors’ perspective on this overview of educational standards around 
the world in the first chapter that 

we are challenging the notion that there is a single (superior) way 
of thinking about national examinations. […] psychometrics is 
the dominant paradigm and the one most frequently put forward 
as most advanced, technically sound and theoretically robust. To 
stake a claim for one of the paradigms being superior requires a 
treatment of its utility in relation to purpose and the values of its 
users (p. 5). 
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Consequently, the meaning of standard setting in a psychometric context 
is of secondary importance for this volume, although Chapter 4 provides 
an overview of the psychometric arsenal for test score comparability across 
different test forms (equating), or across different tests (concordance), 
standard setting panels and methodologies for establishing achievement 
levels and other approaches. 

After the establishment of the European Union, all European 
countries faced the dilemma of selecting and accepting students from all 
over the EU without a formal alignment across educational systems. Quite 
naturally, questions arose regarding the methods for setting comparable 
educational standards: either those based on assessments, or on other types 
of evidence of educational experience. 

On the other side of the Atlantic, in the US, there is neither a common 
curriculum nor a centralized assessment system; hence, different tools for 
comparability and standards were developed, from the Advanced Placement 
(AP) examinations to the National Assessment of Educational Progress 
(NAEP) survey assessment. The generation of the Common Core State 
Standards (for mathematics and English) and recently the Next Generation 
State Standards (for science) was motivated by the need to make sense of 
the differing educational criteria required by individual states. This effort 
was followed with standard large-scale assessment programmes such as 
Partnership for Assessment of Readiness for College and Careers (PARCC) 
and Smarter Balanced Assessment Consortium (SBAC).

Internationally, the interest in comparing countries’ educational 
standards across cultures led to large-scale survey assessments like the 
Programme for International Student Assessment (PISA) and Trends in 
International Mathematics and Science Study (TIMSS). Moreover, with 
digital learning and assessment systems (LASs) and freely available Massive 
Open On-line Courses (MOOCs), access to education (the quality of which 
is in open debate) is now available to more people around the world, 
regardless of their location. Returning to the topic of equity, as students 
around the globe pursue learning through these evolving digital means, 
those of us working in the field of education must endeavour to identify 
meaningful standards and articulate the value of achievements like the 
‘levels’ and ‘badges’ earned in this new sphere. 

Situated in this geo-historic context, I welcome this new volume on 
setting educational assessment standards across many countries. The volume 
provides practitioners and policymakers with a fresh and timely mosaic of 
information on different countries’ systems that can be used for inspiration 
or comparison. The volume first discusses the common methodologies for 
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establishing levels of scholarly achievement and for comparing test scores, 
and subsequently illustrates individual experiences in different nations. The 
editors invited experts to comment and reflect on each of these country-
focused chapters, which provide a multifaceted perspective of each system.

It is interesting to read about the diversity of challenges that different 
countries struggle with, despite an appearance of common goals for 
educating youth. The influence of each country’s unique political and geo-
economic history, the levels of heterogeneity within populations and the 
(de)centralization of educational and political systems influence how new 
generations are taught and how they will fare in comparison to their peers 
across the world. 

Most recently, some of us have been working on blending learning 
and assessment in ways that would allow students to demonstrate their 
mastery of skills and knowledge as part of a (digital) learning and assessment 
system. This volume brings back the question of comparing different 
learning and assessment systems. How would we do that? Can machine 
learning help achieve the alignment of learning and assessment systems 
using crosswalks of taxonomies and achievement levels as von Davier et al. 
(2017) propose? Or, more generally, do we expect educational standards to 
change in the age of Artificial Intelligence (AI)? AI and the digital revolution 
have disrupted nearly every aspect of modern society. Is there a compelling 
reason to expect educational standards will be exempt? 

Another line of current research is focused on developing appropriate 
methodologies for assessing hard-to-measure twenty-first-century skills like 
collaborative problem solving and creative thinking. PISA, for example, 
became a leader in experimenting with the measurement of innovative 
domains across multiple countries and cultures at scale. How will these 
measurements transfer to local educational systems? Will we use the PISA 
assessment to establish achievement levels for collaborative problem solving 
at the individual level in different educational systems, for example? Often, 
once a skill is on the international tests, it will penetrate the curriculum 
in individual countries. This points to the tremendous responsibility of 
international testing. To return to Socrates’s theories and then to his own 
destiny, society’s perceptions are not always very forgiving, so the stakes are 
high when it comes to educational standards. Getting it right is important.

A good book always leads to questions and research ideas. After 
reading this volume I have plenty of both. I encourage readers to study 
it thoroughly and use the rich information contained herein to build and 
develop their own questions and research agendas.
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Chapter 1

The Standard Setting Project: 
Assessment paradigms
Jo-Anne Baird and Dennis Opposs 

Examination standards, what they mean and how they are measured, are 
often assumed to be unproblematic. As this book shows, however, very 
different approaches to defining and measuring standards are used around 
the world. To understand our own practices, which we often take for 
granted, we need to compare them with how examination standards are 
thought about at other times and in other places. By applying historical 
and comparative lenses to our practices, we can begin to classify and codify 
a field that is currently highly fragmented. In this chapter we outline three 
distinctive approaches to thinking about educational assessment in general. 
First, we trace the history of educational and psychological assessment. As 
part of that history, we then refer to an international project conducted 
in the 1930s, the aim of which was to advance the science of educational 
assessment. Finally, we introduce the project that generated this book and 
outline its remaining chapters.

The applied fields of assessment
The history of testing can be traced back well beyond that of intelligence 
testing. Imperial examinations, used for entry to the civil service in China, 
were first created in 124 bc (Roberts, 2006: 31). Aspects of current 
national school leaving examinations bear a great deal of similarity to 
those approaches, with students sitting written examinations in invigilated 
conditions and the results being used for selection purposes. With the 
invention of intelligence testing (Alfred Binet) and subsequent developments 
in psychometric testing, alternative ways of thinking about assessment 
became available. Psychometrics, first used in an educational setting, 
generated a great deal of interest in the relationship between intelligence 
and examination results. However, its scope grew beyond education to 
encompass psychological factors such as personality and psychological 
disorders. Additionally, the field of occupational psychology grew, with 
its own requirements. Thus, we can distinguish three applied areas for 
assessment: educational, psychological and workplace. 
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Table 1.1: Four editions of Educational Measurement

Editor
Year

Standard setting Educational Psychological Workplace

Lindquist 
1951

Flanagan. 
Chapter 17 – 
Units, scales and 
norms

e.g. Tyler. 
Chapter 
2 – The 
functions of 
measurement 
in improving 
instruction

Darley & 
Anderson. 
Chapter 
3 – The 
functions of 
measurement 
in counseling

Ryans & 
Frederikson. 
Chapter 12 – 
Performance 
tests of 
educational 
achievement

Thorndike 
1971

Angoff. Chapter 
15 – Scales, 
norms and 
equivalent scores

e.g. 
Krathwohl 
& Payne. 
Chapter 2 
– Defining 
and assessing 
educational 
objectives

Davis. 
Chapter 
18 – Use of 
measurement 
in student 
planning and 
instruction

Fitzpatrick 
& Morrison. 
Chapter 9 – 
Performance 
and product 
evaluation

Linn 1989 Petersen et al. 
Chapter 15 – 
Scaling, norming 
and equating

e.g. Nitko. 
Chapter 12 
– Designing 
tests that are 
integrated 
with 
instruction

Shepard. 
Chapter 17 – 
Identification 
of mild 
handicaps

Jaeger. 
Chapter 14 – 
Certification 
of student 
competence

Brennan 
2006

•	 Kolen. 
Chapter 5 – 
Scaling and 
norming

•	 Holland 
and Dorans. 
Chapter 6 – 
Linking and 
equating

•	 Hambleton 
and Pitoniak. 
Chapter 
15 – Setting 
performance 
standards

e.g. Shepard. 
Chapter 17 
– Classroom 
assessment

– Clauser et al. 
Chapter 20 
– Testing for 
licensure and 
certification 
in the 
professions
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An historical snapshot of the field of educational assessment can be gleaned 
from the landmark publications of the US book, Educational Measurement, 
which has been published in four editions, spanning 55 years (Table 1.1). We 
see that there are chapters reflecting standard setting in each edition. With 
American authors, the underlying paradigm of the book is psychometric. As 
would be anticipated from the title, many of the chapters reflect educational 
concerns. Each edition recognizes the relevance of performance assessment, 
separate chapters on this topic appearing in the first three editions. In the 
fourth edition, however, the chapter on this topic is broader, referring to 
licensure and certification. That there are different chapters on educational, 
psychological and workplace matters could be seen as thematic, with 
each of these areas of application producing particular challenges for the 
field, just as the specific theme of standard setting does. The chapters in 
Educational Measurement all reside within the psychometrics paradigm, 
even if they have applications in different fields. However, as argued below, 
quite distinctive ways of thinking about educational assessment have arisen 
that suggest and address different questions and ways of interpreting the 
evidence that is collected about them. 

Over the timespan of the publication of these editions, there were 
developments in the applied fields of educational, psychological and 
workplace assessment, but they were not always entirely compatible 
developments. We outline three different paradigms of assessment that 
have been developed. In Thomas Kuhn’s (1962) terms, a paradigm offers 
a ‘universally recognized scientific achievement that, for a time, provides 
model problems and solutions for a community of researchers’ (p. 311). A 
paradigm is a guide to what is to be observed and studied (below termed 
the attribute), what kinds of questions we might ask, how the questions 
should be structured and how the results of this investigation should be 
interpreted. In assessment, this has come to be represented through the 
technologies that are used such as the assessment formats and the analysis 
techniques. Distinguishing the paradigms provides a framework for the 
field and explains some of the tensions that arise in examination systems. 
The paradigms are distinctive traditions of assessment, involving different 
assumptions and philosophical underpinnings. They are outlined below as 
idealized types so that they can be clearly differentiated. We also note that 
although Kuhn’s definition of paradigm refers to a universally held model, 
we are outlining three paradigms that are in competition. In Kuhn’s terms 
this is a pre-paradigmatic phase. However, Kuhn’s work focused on the 
hard sciences rather than the social sciences. Worldviews are much more 
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contested in the social sciences due to their social and political contexts, 
though climatologists may disagree with this characterization. Instead of 
casting educational assessment as being in a pre-paradigmatic phase, we 
think it more helpful to think of the paradigms as positions in the field. 

Assessment paradigms
In suggesting that there is more than one way of thinking about assessment, 
we are trying to describe both the history and state of the art of national 
examinations. Additionally, we are challenging the notion that there 
is a single (superior) way of thinking about national examinations. As 
previously discussed, psychometrics is the dominant paradigm and the 
one most frequently put forward as most advanced, technically sound 
and theoretically robust. To stake a claim for one of the paradigms being 
superior requires a treatment of its utility in relation to purpose and the 
values of its users. Our position is that multiple perspectives exist because 
psychometrics has not adequately addressed the purposes and values that 
are prioritized in some national contexts; that is one of the messages of 
the International Examinations Inquiry, described below, that we believe 
persists. We are not arguing that it will always be so, merely that this is the 
current position. With the homogenizing influences of international testing 
organizations such as the Organisation for Economic Co-operation and 
Development (OECD) and the International Association for the Evaluation 
of Educational Achievement (IEA), we might anticipate the spread of the 
psychometrics paradigm (see Grek, 2009). Indeed, there is evidence of such 
effects already (Baird et al., 2016). 

We are not the first to use the term ‘paradigm’ in relation to 
assessment. Andrich (2004) discussed different paradigms at work within 
the field of psychometrics. He contrasted approaches that sought to model 
psychological phenomena (e.g. two-parameter models) and those that tried 
to measure (one-parameter, Rasch models). In Andrich’s terms, measurement 
is conducted on an interval scale (see below) and therefore the Rasch model 
is necessary. Additionally, Andrich (2004) argued that we ought to design 
tests so that the data fit the Rasch statistical model because otherwise we 
did not have an interval scale and therefore were not measuring at all. 
This has been a very heated debate in the field. The distinction between 
modelling and measurement is important, but all of our paradigms set 
out to do more than model data. This leaves us in the tricky territory of 
what it means to measure and whether that necessarily entails an interval 
scale, leading us to the debates around measurement scales discussed in 
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this chapter. As will be seen below, our paradigms take different positions 
on this, but principles often seem to melt in the face of pragmatics and 
heroically complex calculations are conducted on examination results that 
we would recognize are not warranted if we stuck to our original positions 
on measurement scales. 

A paradigm is an approach to assessment that has implications for 
practice such as test design, quality assurance, analysis, data interpretation 
and reporting techniques. Underlying the paradigms are different 
philosophical positions and notions of what it means to assess and what the 
results should look like. This includes, but is not limited to, measurement 
scales. People do not often reflect too much on their fundamental beliefs, 
so in practice we see few pure paradigmatic examples of educational 
assessment. Nonetheless, it is important to distinguish these paradigms to 
understand the field; its history, ways of operation and its tensions.

Psychometrics paradigm
Psychometrics is concerned with measurement of the mind and refers to 
a way of thinking about how tests should be constructed, administered, 
analysed and the outcomes interpreted. Its origins are in the psychological 
testing field, particularly intelligence testing. Sir Francis Galton, in a book 
entitled Hereditary Genius (1869), laid some of the conceptual groundwork 
for psychometrics, including scatterplots, which were the prelude to the 
formal development of statistical techniques of correlation. James McKeen 
Cattell coined the term ‘mental test’ and worked with Charles Spearman 
on the development of factor analysis, which can help describe multiple 
factors assessed in a test simultaneously. In educational assessment, it 
is more commonplace for a single factor to be considered; in fairness, 
multiple factors have been tricky to handle in most applications other than 
personality testing.

Intelligence testing grew at a time when psychology was trying to 
prove itself as a science. Statistics were developed contemporaneously 
to solve the kinds of issues that were being grappled with in the field of 
mental testing. Importantly, the field of measurement error was already 
well developed, having been tackled in astronomy for some time (Porter, 
1986). There, it had been observed that individual measurements could 
contain error and that a set of measures followed a normal distribution, 
or bell curve, in which most of the measures were in the middle and fewer 
at the extremes (with more error). A wealth of statistical techniques was 
constructed based upon the properties of normally distributed data. This 
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proved incredibly valuable because normal distributions were observed for 
a range of biological and social phenomena, such as height, shoe size and 
other population characteristics. 

An important leap made by Galton was to theorize that mental 
phenomena were also normally distributed in the population (see Goldstein, 
2012). It followed that when tests were constructed, the scores should be 
normally distributed. Therefore, the construction of tests was designed to 
meet this principle. Although there is not space in this chapter to compare 
and contrast all of the features of the different paradigms, we will point 
to a few. Here, let us consider the necessity of normally distributed exam 
scores. If we create an examination and find that the scores are not normally 
distributed, does this mean that there is something wrong with our test? 
Should we change the questions? This is precisely the issue facing us if we 
sign up to a psychometrics paradigm. But if our purpose is simply to find 
out what children know about the biology curriculum in Year 10, then we 
might expect that results could have very differently shaped distributions. 
Also, if an important purpose of the test is to discriminate between children 
at particular points in the scale so that they can be graded, a normally 
distributed score could be a disadvantage. If a lot of children score around 
the mean, it might be hard to classify them without error at around the 
midpoint, which might be a very meaningful point of classification for the 
examination.

However, outcomes from psychometric tests are typically not graded. 
Outcomes are usually scores that are internal to the test itself and are not 
exchangeable across different kinds of tests in the way that letter grades are 
intended to be. We might well question this exchangeability – this is often 
done and there is a research literature on techniques for conducting such 
investigations (Newton et al., 2007). Fundamentally, the attribute of interest 
in psychometric testing is an unobservable, latent trait, which can only be 
measured with error. These traits might be viewed as a fixed feature of an 
individual test-taker. A lot of emphasis is therefore placed upon the internal 
reliability of the test; whether the items all measure the same thing. In terms 
of validity, construct validity is foregrounded; whether the test measures 
this latent trait. A traditional test format in psychometrics is multiple choice. 
This need not necessarily be the case, and while statistical techniques have 
been developed to tackle a range of formats, multiple choice testing still 
dominates in this tradition. Tests are not always curriculum-related. After 
all, the latent traits might be viewed as fixed features of individuals so the 
curriculum would be something of an aside in this way of viewing things. 
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With its origins in a scientific approach, psychometric tests are conducted 
in controlled conditions so that users of the tests can be sure that the results 
were caused by the latent traits of the individuals taking the tests rather than 
other factors (such as the conditions of test taking). In the psychometrics 
paradigm, examination standards are set by subject matter experts in 
combination with psychometricians. Psychometric tests are operating 
well when they discriminate between the test-takers and rank-order them 
appropriately. Results might be used to distinguish a particular percentage 
to pass the test, percentages to be awarded each grade or a percentile 
score might be awarded. Norm-referencing is the prototypical approach to 
standard setting in this paradigm. This method involves deeming a certain 
proportion of the population as having passed or being graded at a specific 
level. Chapter 4 discusses norm-referencing more fully.

Critics of psychometrics might argue that it does not deserve to be 
labelled a paradigm and is instead merely a set of statistical techniques 
(Goldstein, 1979; Goldstein and Wood, 1989). However, the psychometrics 
tradition is more than a set of statistical techniques. Indeed, if it were only 
statistical models, we might not have seen the kinds of heated debates and 
paradigm wars that have occurred (see Chapter 14). Psychometrics is a way 
of construing the social world in educational assessment. Baird and Black 
(2013) argued that psychometrics looked like an answer to somebody else’s 
problems when they outlined the implications of the use of psychometrics for 
examinations. For example, it is commonplace for national examinations to 
have transparent structures and content and for past papers to be published. 
In this way, teachers and students can see what needs to be learnt. However, 
it is important for the stability of statistical parameters of psychometric 
tests that the test items are kept secure. This may be too big a price tag 
if your main purpose is improvements in education. Individuals might 
use the statistical techniques of psychometrics without signing up to the 
philosophical or theoretical beliefs that belong with this paradigm. But it 
is our observation that this leads to difficulties of various kinds. Working 
across paradigms leaves practitioners without a consistent structure and 
leads to incompatible practices and ways of thinking about and explaining 
results. Practitioners have the options of tolerating this situation or 
producing a coherent narrative for their cross-paradigm working. In effect, 
muddled thinking and practice is frequently observed. 

We lump together the one- and two-parameter models distinguished 
by Andrich (2004) as having different paradigms underlying them. Both 
approaches have similar underpinning beliefs, but they differ in terms of 
what should be done when the data do not fit the statistical model. Two 
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(or more) parameters are introduced in some models to make the model fit 
the examination data better. An alternative would be to say that the data 
are wrong and to produce tests that fit a one-parameter model better. While 
this is important, the purpose of this book is broader than this distinction: 
our position is that psychometrics as a field is attempting to measure 
psychological phenomena, even if some are dissatisfied with how some of 
the psychometrics community go about it.

Outcomes-based assessment paradigm
Distinct from psychometrics and arising from the occupational, workplace 
application of educational assessment is the outcomes-based paradigm. 
This approach has its disciplinary roots in management theory such as 
Taylorism (e.g. see Neumann, 1979), but it can be traced back further to 
the apprenticeship tradition. A boost for the promulgation of outcomes-
based education came from US Office of Education state sponsorship for 
ten colleges to develop teacher training programmes (Tuxworth, 1989). 
Following this, federal funding was given for the development of vocational 
training programmes. Tensions over the role of knowledge and competence 
were hotly debated during these developments.

A central aspect of the outcomes-based assessment paradigm 
is the setting of criteria, goals, or outcomes. Tyler (1949), in his classic 
book entitled Basic Principles of Curriculum and Instruction, observed 
‘educational objectives become the criteria by which materials are selected, 
content is outlined, instructional procedures are developed and tests and 
examinations are prepared’ (p. 3). Thus, although the setting of objectives 
is common in educational assessment, it is emphasized in this paradigm and 
plays a more central role in assessment. 

The outcomes-based education movement underpins the outcomes-
based assessment paradigm. Spady’s (1977) work in the US outlined the 
theoretical basis for competency-based education, and it is this term that 
underpins the approach in general. In his terms, competency itself was an 
indicator of successful performance in life-role activities rather than discrete 
cognitive, manual, or social capacities. ‘Measurement’ in these terms would 
require considerable conceptual and technical development according to 
Spady (1977: 25). Some authors took him up on this challenge (e.g. Jessup, 
1991). A definition of competency-based assessment is also helpful:

Competence-based assessment is a form of assessment that 
is derived from the specification of a set of outcomes; that so 
clearly states both the outcomes – general and specific – that 
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assessors, students and interested parties can all make reasonably 
objective judgments with respect to student achievement or non-
achievement of these outcomes; and that certifies student progress 
on the basis of demonstrated achievement of these outcomes. 
Assessments are not tied to time served in formal educational 
settings (Wolf, 2001: 1). 

Rather than a theoretical latent trait, in the outcomes-based tradition, the 
attribute of interest is competency in a specific set of skills and knowledge 
as demonstrated in performance. Usually, the purpose is to certify that a 
person is fit to practise in the occupation of interest, such as an electrician. 
Wolf (1995: 2) argued that three components of outcomes-based assessment 
were important:

1.	 an emphasis upon multiple outcomes, each distinctive and separately 
considered

2.	 an insistence upon the specification of these outcomes clearly and 
transparently, such that assessors can understand what is being assessed 
and what should be achieved

3.	 removal of the relationship between educational settings or learning 
programmes from assessment.

Outcomes-based assessment is often conducted through observation of 
performance on realistic tasks in a workplace setting. Portfolios are also 
common formats, in which evidence of performance on the assessment 
criteria are collated. Subject matter experts from the vocational sector are 
generally deemed the most suitable assessors. The assessment itself is often 
a list of criteria against which the assessor judges the learner’s performance. 
Quality assurance is systematized by ensuring that the necessary procedures 
have been followed and that evidence has been logged appropriately. 
Verification exercises might include inter-rater reliability checks, but they 
emphasize record-keeping and processes to a larger extent since in this 
paradigm the judges are to be trusted to ascertain who is fit to practise 
on the basis of observed performances. Communities of practice, in which 
assessors come to understand through group interaction how to apply the 
criteria, are important theoretically to the outcomes-based paradigm (e.g. 
Lave and Wenger, 1991; Klenowski and Wyatt-Smith, 2014).

Outcomes are generally pass or fail categorizations rather than 
interval scales. After all, from this perspective the surgeon is either fit to 
practise or she is not. Given the purpose of the assessments, a high pass 
mark is often set to indicate that the learner has mastered the subject matter. 
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Unlike in a psychometrics tradition, there may be no scores, so there is 
no assumption of a normal distribution. The standard setting method is 
criterion-referencing, in which criteria are formulated that describe what 
the learner must know and be able to do. These are then applied to the 
observations or judgements of performances in portfolios or other tasks. 
Predictive validity of job performance is important in this paradigm, since the 
purpose of the assessment is to ensure competency to practise. A curriculum 
is usually specified by the occupational sector for which the assessment is 
designed. Chapter 15 discusses the implementation of outcomes-based 
assessment reforms in South Africa and New Zealand. 

The main problem with this approach is that statistics play no role in 
a purely outcomes-based paradigm. This can cause havoc with an education 
system in which there are expectations of general stability from year to 
year in the cohorts taking national examinations. Concerns have also been 
raised about the impact of the outcomes-based approach upon learning, 
with some authors arguing that assessment comes to replace learning in 
some programmes. Torrance (2007) termed this ‘assessment as learning’ 
(p. 281). Equally, the lack of inter-rater reliability of standards judgements 
has been problematical, as this approach depends upon the experts who 
make the judgements being able to do so consistently (Wolf, 2002). With its 
atomistic approach to assessment, production of high quality rubrics that 
can support these judgements is problematical.

Curriculum-based assessment paradigm
From the field of education itself comes our final paradigm. In curriculum-
based assessment, there is a lengthy tradition of school- and university-
based examinations; in China the Imperial Examinations mentioned above 
have been around for centuries. Curriculum-based assessment has often 
been contrasted with psychometrics in the literature and simply termed 
‘examinations’ or ‘assessment’ by authors such as Desmond Nuttall (1987) 
or Caroline Gipps (1994). Arguments for a curriculum-based assessment 
paradigm were closely connected with views about learning and the 
interaction between assessment and learning. Gipps (1994) indicated that 
assessment differed from psychometrics because it

●● did not see learning as a fixed property of the individual, but as 
something malleable

●● was criterion- rather than norm-referenced 
●● focused more upon validity in assessment design (whereas much of 

psychometrics perhaps unnecessarily erred on the side of reliability) 
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●● relied upon formats that assess higher order thinking in depth 
●● was designed to produce the best performances from individuals 

with clearly presented, relevant, concrete tasks that were not overly 
anxiety-provoking. 

Some of the above list is a reaction to examinations as well as psychometrics. 
Assessment for learning principles arose from the Assessment Reform Group 
in London, whose work built upon that of Nuttall and whose members 
included Gipps. Other classroom assessment movements are also consistent 
with the curriculum-based paradigm (e.g. Shephard, 2001).

The curriculum is defined by educational experts such as teachers 
and is usually disciplinary in nature. Rather than attempting to assess an 
underlying trait, the attribute of interest is performance on assessments, 
which is assumed to be caused by the knowledge and skills of the candidate 
gained through studying the curriculum. Outcomes are sometimes scores, 
but usually grades. Typical formats are written examinations, which may 
include extended answers or constructed response questions. The main 
purpose of the assessment is to give assurance that the individual has 
demonstrated that she has acquired enough knowledge and skill to progress 
to the next stage of education. 

With the emphasis being upon the curriculum as a statement 
of learning goals, it is therefore important that the assessment aligns 
with the curriculum. Further, the assessment itself is essentially a more 
detailed indication of what students should learn. Therefore, transparency 
of assessments is very important to this tradition: past papers are often 
published so that students can see what they need to know and be able to 
do in the examination. Construct validity in relation to the curriculum is 
prioritized; a test would be seen as unfair if it assessed matters that went 
beyond the curriculum or did not properly represent the full range of the 
curriculum.

Because no score distributional assumptions are germane to this 
paradigm, tests are not redesigned if the scores are not normally distributed. 
Inter-rater reliability is emphasized because of the social function of the 
examinations and the need for fairness across schools. Selective functions 
of curriculum-based assessments are central to this approach. As such, 
standard setting has traditionally been cohort-referenced (in which a 
certain proportion of test-takers are awarded each grade). The curriculum, 
examinations and standards are set usually by involving subject matter 
expert educators, though policymakers are also often heavily involved.
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For those coming from a psychometrics perspective, the curriculum-
based approach can appear as a watered-down, less theoretical version. 
Some of the assumptions underlying the curriculum-based assessment 
approach are the same across the statistical models that underpin 
psychometrics and classical test theory; the latter of which could be said to 
be more associated with curriculum-based approaches (Baird et al., 2017). 
In both the psychometrics and curriculum-based paradigms, there is an 
underlying assumption that the scores for the questions will correlate with 
each other; that people who do well on one question will tend to do well 
on others. This has been taken as a formal indication that the assessment 
overall is addressing the same thing, rather than being a meaningless 
amalgam of unrelated factors. However, psychometric approaches are 
more stringent about the need for high correlations between items (internal 
reliability), and the curriculum-based approach instead prioritizes coverage 
of the syllabus. Therefore, interpretations of correlations between items, 
or internal reliability, differ between these paradigms. Recently, Maul 
(2013) has reconceptualized the underlying construct in curriculum-based 
assessment as composite variables. To illustrate, when assessing English, in 
a curriculum-based approach, low correlations between speaking, listening, 
writing and reading skills would not necessarily be deemed problematical so 
long as they addressed the knowledge and skills set out in the curriculum. 
These are matters of extent and emphasis. To reject issues of inter-item 
correlation entirely would be an extreme position.

Although this book is intentionally neutral about the supremacy of 
any one paradigm, we do not believe that assessment itself or the choice of 
paradigm is neutral. As Moss et al. (2005) stated:

Different methods and theories have implications for the ways in 
which concepts such as learning or educational reform or fairness 
are formulated, studied and promoted through practical activity. 
Perhaps more profoundly and subtly, these methods and theories 
affect the ways human beings are represented and, ultimately the 
ways they come to understand themselves and others (Moss et 
al., 2005: 70). 

Let us turn to a historical study that began nearly 90 years ago and had a 
similar structure to this book’s project: the involvement of representatives 
from a range of countries, brought together to investigate educational 
assessment methods.
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The International Examinations Inquiry
Between 1931 and 1938, the International Examinations Inquiry was 
conducted, aiming to improve examining across countries (Lawn, 2008). The 
participants of the International Examinations Inquiry were hand-picked as 
the leading researchers in the field. Representatives from England, France, 
Germany, Scotland, Switzerland, the US, Finland, Norway and Sweden 
attended three international meetings. Membership of the project included 
Philip Hartog and E.C. Rhodes, Charles Spearman, (the now notorious) 
Cyril Burt, Godfrey Thomson, Edward Thorndike, Isaac Kandel, Nils 
Lundquist and Jean Piaget. This 1930s project was funded by the Carnegie 
Corporation; its aim was to advance the science of educational assessment. 
Despite best efforts, it did not proceed as planned and instead of advancing 
scientific examining knowledge cumulatively, it ended in disagreement and 
disarray, with a plethora of approaches to educational assessment being 
outlined. Fundamentally different purposes and principles abounded, 
making it impossible for the Inquiry to make progress, and the project was 
abandoned. Lawn (2008: 23) argued that the Inquiry had an Americanizing 
hegemony as its guiding principle, dominating the intellectual traditions of 
examining in other nations. The American approach was, and still is, a 
psychometric tradition. Notwithstanding, other countries have had colonial 
influences on other countries’ education systems. We return to this issue in 
Chapter 16. 

The American hegemony incorporated the idea of psychometrics as 
a scientific advance on other practices. However, the German delegation 
at the International Examinations Inquiry was interested in the idea of 
education as individualistic self-cultivation (Bildung), which is somewhat 
at odds with psychometric traditions. In England, the power of the Oxford 
and Cambridge examinations might have meant that the English delegation 
found it difficult to change traditions, though the Inquiry’s research on 
lack of consistency between examiners’ marking did a lot to undermine 
public confidence in the system (Hartog and Rhodes, 1936). That legacy 
is still apparent in England. The Swiss delegation focused on the effects 
of national examinations on teachers and classroom practices; again, 
not questions that naturally arise through a psychometrics lens. For the 
French delegation, there was a split in which some participants saw that 
the testing and psychometrics tradition could narrow the curriculum and 
thereby reduce the culture générale that they were interested in examining 
through traditional methods. Work by the Norwegian delegation supported 
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the validity of the national examinations and therefore did not move the 
country in the direction of psychometric testing.

Lawn (2008) concluded that there were deep effects of the International 
Examinations Inquiry upon educational research and policy in many of the 
countries from which a delegation participated, though they may not have 
been the effects first intended by the project leaders or sponsors. By the end 
of the Inquiry, examining largely remained a national phenomenon that 
was culturally bound rather than international and objective. In particular, 
the modern science of examining, as the US delegates saw it, was not 
uniformly adopted. 

The Inquiry took place at a time when the field of psychology was 
still establishing itself with scientifically credible methods. Assessment issues 
were central to those debates as the move from the study of unobservable, 
subjective, phenomenal experience to objective, observable and replicable 
measurements of people’s behaviour was key. Not everyone was convinced 
that studying people’s behaviour could be done in the same way as 
measurements could be made in the hard sciences such as physics. What 
were the units of measurement? Were they stable across conditions and 
over time? Could psychological data only ever be qualitative? The Ferguson 
Committee (Ferguson et al., 1940), set up by the British Association for 
the Advancement of Science, provoked Stevens’ 1946 argument (Stevens, 
1970), that there are different scales of measurement (categorical, ordinal, 
interval and ratio), all of which were useful. These scales and the debates 
surrounding them are still contentious today in educational assessment, so 
let us explain them. They are hierarchical in nature, with the properties 
of the preceding scale being subsumed into that of the next. For example, 
every ratio scale also has the properties of interval scales, ordinal scales and 
categorical scales.

Categorical scales permit only the classification of things. Examples 
include colour, occupations, gender or nationality. Some types of data 
permit more than categorization, since there is an ordering to the categories; 
these are ordinal scales. Examples include occupational indexes in which 
jobs have been ranked in terms of salary, responses to rating scales and 
socio-economic status. Ordinal scales do not have equal measurement 
units; only rank ordering of the units is a feature. In interval scales, the 
units have equal intervals as well as being rank-ordered. An example of an 
interval scale would be temperature measured in Celsius. Consistency of 
the intervals between Celsius degrees is scientifically meaningful in terms of 
the states of water. One feature of such scales is that they do not have an 
absolute zero, which renders certain calculations involving multiplication or 
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division meaningless. It makes no sense to any external referent to say that 
ten degrees is half the temperature of twenty degrees. A ratio scale is one in 
which the intervals are meaningful and there is an absolute zero. The euro is 
an example of a ratio scale; having no money is very meaningful, as is having 
double the amount of money you started off with. In educational assessment 
terms, a pass grade (with no others available) would be categorical, letter 
grades would be ordinal and scores are interval. Arguments about the use of 
scores as interval data persist; some argue that they are at best ordinal data. 
In practice, of course, we often treat examination results as though they are 
interval data and are quite happy to construct mean point scores. 

Psychometrics has attempted to construct interval scales from 
psychological and educational data (specifically item response theory 
techniques). Interval scales are very powerful because they can build upon 
the voluminous advances that have been made in statistical methods. 
Modern statistical techniques are also available for all forms of Stevens’ 
scales, though there are technical requirements associated with each and 
some are less straightforward than others.

Our Standard Setting Project was somewhat more diverse than the 
1930s International Examinations Inquiry US–Europe project. Participants 
were from Australia (Victoria, Queensland), Chile, Cyprus, England, France, 
Georgia, Hong Kong, Ireland, Italy, Norway, Scotland, Singapore, South 
Africa, Sweden, the US and Wales. Given the International Examinations 
Inquiry outcomes, the fact that different practices coexist and the debates in 
the research literature, we anticipated significant disagreements over what 
counts as sound practices. That is what we encountered.

The aim of our Standard Setting Project was not the same as the 
International Examinations Inquiry, as we did not seek to promulgate best 
practices, but to depict and compare approaches for the important national 
examinations that are held in these countries. We were open to the notion 
that different views on examination philosophy might exist. Understanding 
the meaning of the standard setting practices from policy documents alone 
is problematical precisely because the practices are embedded within wider 
cultures and structures. Therefore, we sought to find out why particular 
practices were more acceptable in their context than others, what the 
meaning of examination standards were in their context and whether the 
approaches could be classified. Certainly, one important finding is that 
there are many national examination systems that operate outside of the 
psychometrics tradition. School leaving examinations in England and 
Scotland were known examples (Baird and Gray, 2016), but there turned 
out to be many more. 
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One perspective arising in the Standard Setting Project, but detectable 
more broadly, is that a great deal of educational assessment practice, 
including in classrooms and examinations all over the world, is inferior 
in nature and would benefit from modernization, using psychometric 
techniques. This is a common thread from the International Examinations 
Inquiry. Ways in which psychometrics could assist these practices can 
be readily envisaged, but they may come at a cost and they may be too 
much of a distraction from the central purposes of the assessments (Baird 
and Black, 2013). Indeed, a challenge for those who take the scientific-
psychometrics-superiority view is to explain why, if this really is so much 
better an approach, has it not simply been adopted in a blanket fashion. 
Is it lack of expertise, cost or woolly thinking? An alternative argument, 
posited here, is that there are three different ways of construing educational 
assessment. Each has its advantages and limitations, and the social process 
of moving from one paradigm to another would, in itself, be political and 
complex, as discussed in Chapter 15.

Figure 1.1: Some International Examinations Inquiry attendees (1930s)
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Figure 1.2: Brasenose Standard Setting Project Symposium attendees (2017)

Background to the Standard Setting Project
This book is the culmination of a collaborative project on international 
standard setting between the Oxford University Centre for Educational 
Assessment (Professor Jo-Anne Baird), the Assessment and Qualifications 
Alliance (Dr Lena Gray), UCL Institute of Education (Dr Tina Isaacs) and 
Ofqual (Dennis Opposs). The overall project included contributions from 
12 jurisdictions across the developed and developing world to a symposium 
held in Oxford in March 2017. The book explores the trenchant themes 
emanating from those contributions and highlights case studies from nine 
of them, chosen to illustrate different systems that are in use. The project’s 
full title is: Setting and Maintaining Standards in National Examinations. 
We normally refer to it in this book simply as the Standard Setting Project.

The research aims for the project were to investigate, document, 
analyse and evaluate four key aspects of national standard setting systems: 

●● how standards are defined in national curriculum-related examination 
systems, whether they be school leaving or university entrance

●● how those definitions are enacted in terms of processes and 
evidence used

●● issues for the system and responses to those issues
●● the commonalities and diversity of definitions of, processes for and 

challenges to standards.

Assessing the achievement of curriculum standards is powerfully enacted 
through processes of standard setting and maintaining within curriculum-
related examinations. Many jurisdictions use curriculum-related examinations 
to select learners for higher education, work and other study options. Some 
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jurisdictions also use these examinations as tools to measure the performance 
of their schools. As such, these examinations shape the landscape of senior 
school education, defining the quality of education system for learners and 
for society. 

The focus of the Standard Setting Project, and thus of this book, 
is national, school leaving or university entrance, curriculum-related 
examination systems from a range of jurisdictions around the world. It 
aims to describe the processes used to set or to maintain (or to link over 
time) standards in these examinations and to explore the concepts relating 
to standards behind them. These examinations are particularly important 
for the young people that take them. Each year around the world, tens of 
millions of young people take these types of examinations. For most of 
them, the result they receive from their examination will be an extremely 
important determinant of where they progress to in terms of education or 
employment.

Given the high stakes of these examinations, it is surprising that 
the ways examination standards are conceptualized and operationalized 
differently across jurisdictions have not been given more attention. Very 
little has been written that documents and conceptualizes the meaning of 
examination standards in high stakes national examinations. In England, 
although the meaning of examination standards has been much debated 
in the literature (Baird, 2007; Baird et al., 2000; Cresswell, 1996; Christie 
and Forrest, 1981; Coe, 1999, 2007, 2010; Newton, 1997a, 1997b, 2003, 
2005, 2010), it is often noted that stakeholders discuss examination 
standards using contradictory definitions without realizing they are doing 
so. Thus, more clarity is needed in the field; one purpose of this book is to 
contribute to that.

While most national examination systems use both statistics 
and examiner judgement in their standard setting processes, a lack of 
transparency often characterizes how various sources of information are 
used in the decision making. This is an interesting area because although 
globalization has begun to impinge on examination systems, public 
examination standards are still largely a bastion of the local. Educational 
cultures differ across jurisdictions, affecting assessment structures and 
processes in distinctive ways. The meaning of ‘standards’ differs between 
jurisdictions, and the stated value positions and processes relating to 
examination standards differ markedly. 

How policy and politics affect standards across different jurisdictions 
has not been well articulated. Further, there is a tenuous relationship between 
standard setting theory and the manner in which jurisdictions operationalize 
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standards setting. The under-articulation of the rationales for current 
examination practices (including standard setting practices) means that they 
are vulnerable to changes that could well be detrimental to the character of 
their education systems. This book should help inform future developments 
by making clear to researchers, policymakers and practitioners interested in 
assessment the definitions of examination standards, describing how they 
are operationalized and explaining what impacts the definitions have upon 
how standards are interpreted in the wider community and in the media.

In this book we aim to examine critically policy positions and 
processes for setting standards in a range of jurisdictions. The project aims 
to illuminate similarities and differences in conceptual bases and operational 
approaches to standards through both thematic and case study chapters. It 
challenges current theory on standards, and may lead to changes in how 
national organizations approach standard setting and maintaining. For 
the first time to our knowledge, the research on examination standards 
definitions reaches beyond a single country or a comparison of a small 
number of countries. 

As well as practices differing between jurisdictions, so too does the 
use of language. Sometimes the same concept has different names in different 
places. So, for example, in most of the jurisdictions in the Standard Setting 
Project, the written assessments that students take are called ‘examinations’. 
However, in some jurisdictions (Chile, South Korea and Sweden of those 
within the project), when writing or speaking in English the same form 
of assessment is referred to as a ‘test’. In most countries, the name for the 
lowest possible mark in an examination that a student must achieve in 
order to gain a particular grade is a ‘cut score’. In the context of most 
examinations in England, the same concept is called a ‘grade boundary’. 
We have permitted authors to use the words with which they are most 
familiar when writing contributions for this book, and we are not providing 
a glossary of terms. That does require readers to be aware that the use of 
different words in different chapters does not always indicate the use of 
different concepts.

Chapters of the book
Part One. Researching national examination standards
In this first chapter, we have explained why the members of the project 
board thought that the aims of the Standard Setting Project were compelling 
enough to deserve the resources required. We provided some relevant 
background to the principles that lie behind assessment practices. In a key 
section, we then identified three ways of construing educational assessment; 
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three paradigms. Within each of these paradigms, we introduced distinctive 
ways of thinking about educational assessment. These address and suggest 
different questions and ways of interpreting the evidence that is collected 
about them. Each has its advantages and limitations. In our view, the 
social process of moving from one paradigm to another would be political 
and complex.

The next three chapters of the book are thematic, each having a 
different focus but all drawing on the evidence generated during the project. 
Although each is distinct, there are important links between them. Chapter 2 
describes the methodology of the project, so that the reader can come to a 
view about the quality of the work. In particular, for a project of this kind, 
authenticity and positionality issues needed to be addressed. In addition to 
the methodology described in Chapter 2, we consulted assessment experts 
on the research design, as indicated in the acknowledgements. Given our 
stance, it can be assumed that chapter authors have their own views on the 
matters raised in this book. Further, authors’ positions are not necessarily 
the policy position of their employing organization.

In Chapter 3 we look at how to mitigate the risks when researching 
standards using insiders as a key source of evidence. We realize that an 
important contribution to the field could be made by codifying the political 
and organizational barriers to such work and delineating a range of ways in 
which individuals and organizations could overcome them to advance their 
national examination technologies and policies. Arising from this project, 
guidelines have been produced to enable examination board researchers to 
be more transparent about the procedures that they use and the challenges 
that they face. These can be found in Appendix B.

After clarifying the term ‘standard setting’, different methods of 
setting standards are classified and discussed in Chapter 4. For the first 
time, we relate the practice of combining different sources of evidence, or 
using both quantitative and qualitative data, that is common in educational 
assessment, to mixed methods methodology used in the social sciences. 
Finally, we investigate which methods each of 12 jurisdictions uses to set 
standards in its national, school leaving, or university entrance examinations. 

Part Two. Case study chapters
Each of the nine chapters in Part Two focuses on a particular case study 
jurisdiction that formed part of the Standard Setting Project. We look at 
a key examination system in each of Chile, England, France, Georgia, 
Ireland, Queensland (Australia), South Africa, Sweden and the US. Each 
chapter follows a similar structure. After background about the jurisdiction 
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itself, we provide an outline of the national examination that forms the 
focus of the study. We describe assessment arrangements as well as the 
processes used to set standards. Finally, the chapters discuss some political 
and public controversies and debates about the examination. Since detailed 
information about the examination and its standard setting process is usually 
hard to find in other literature, we hope readers will find these chapters to 
be a valuable resource. Given that the issues of positionality and insider 
researchers were germane to the project, we also include two commentaries 
for each case study chapter, written by established assessment researchers 
who understand the context of the examinations. Commentary authors 
were free to address any relevant points that they considered would add to 
the discussion about standard setting for the examination in question.

Part Three. Differing measures and meanings
Chapter 14 investigates the different meanings of ‘examination standards’ 
that have previously been published in the literature. We rationalize the 
literature by using an ecological model to show that the definitions are 
associated with different levels of education and examining systems. Here, 
we show that criterion-, cohort-, construct-, attainment- and standards-
referencing were all used in the examination systems participating in the 
Standard Setting Project.

Chapter 15 explores how standard setting processes fit and work 
in the wider political, social and cultural context. First, we analyse how 
accepted standards setting practices become enshrined through culture 
and context. Drawing largely on the evidence provided by project 
participants, we describe some examples of the ways different countries 
use national examinations in practice and present a framework to explain 
why fundamental change to national examination systems is so rare. We 
conclude that changes in standards setting are usually accommodations to 
existing models rather than paradigm shifts. 

Chapter 16 then draws some conclusions about what all of this means 
for the state of the field in terms of theory, practice and policy. It highlights 
trends in issues that relate to standard setting such as trust (or lack of it) in 
the examinations systems, the role of social justice in standard setting and 
the role of teachers setting standards through teacher-based assessment. It 
then summarizes the contributions that the book has made to the standards 
setting literature both within the thematic and case study chapters. Finally, 
the conclusion addresses limitations to the research and areas for future 
research. 
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Chapter 2

Researching national 
examination standards: 
Our methods 
Lena Gray 

One of the key issues to consider as we embarked on the Standard Setting 
Project was what research techniques could be used to ensure that we 
had the fullest, most accurate picture of any standard setting system. We 
recognized, as insiders to the industry, that the collation of formal policy 
statements on standards would not be sufficient, as practice can differ from 
stated policy. Authenticity of the research was clearly important; however, 
as this chapter indicates, there are many aspects and layers to authenticity.

To investigate how standards are set in a range of countries, case 
study methodology was necessary. We decided to adopt a multiple-
case embedded model (Yin, 2014: 50); each case has its own contextual 
conditions, but with multiple units of analysis within each one. We selected 
this methodology because, in Yin’s words:

Case study research would be the preferred method, compared 
to others, in situations when (1) the main research questions 
are ‘how’ or ‘why’ questions; (2) a researcher has little or no 
control over behavioural events; and (3) the focus of study is 
a contemporary (as opposed to entirely historical) phenomenon 
(Yin, 2014: 2).

Our use of a multiple-case approach was intended to ‘shed empirical light 
about some theoretical concepts or principles’ (Yin, 2014: 40) by comparing 
cases that mirror and confirm existing documented definitions of standards 
with contrasting cases, and so provide a challenge to those documented 
definitions and allow us to move thinking forward. Our chosen cases, 
then, were selected to cover distinctive approaches to standard setting, 
geographical spread, cultural distinctiveness, different assessment formats 
and use of differential cut scores from the same examination. 

Having selected a case study method and a multiple-case design for 
our study, our next methodological challenge was to try to establish what 
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our sources of data would be. Analysis of documents and archival records 
form part of each case study, embedding different units of analysis within 
each. A pilot study on standard setting in Scotland and England indicated 
that documentary and archive evidence is not enough on its own, as 
publicly documented positions on standards can be too brief, contradictory, 
outdated, or may not reflect practice in other ways (Baird and Gray, 2016). 
We needed therefore to use more than one source of evidence; the sources 
we selected are summarized in the diagram below.

Figure 2.1: Multiple case embedded model adapted from Yin, 2014

The methodological literature on qualitative research has, in the past, 
suggested that gathering data from additional sources would help to validate 
the research findings by allowing triangulation of the data (Creswell, 1997: 
202, summed up the literature to the time of writing); later methodological 
texts, though, suggest that such advice stemmed from reactions to positivistic 
critiques of qualitative research (Morse, 2018) and fail to acknowledge the 
premise that it is not possible to arrive at a ‘context-free “truth”’ (Silverman, 
2011: 443). We situate our research in that more recent theoretical frame, 
and thus our use of multiple data sources is not ‘for reliability and to ensure 
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replication’ but, instead, it ‘ensures comprehensiveness of the topic and 
domain’ (Morse, 2018: 804). As such, the authenticity of our findings is 
assured not only by pre-research design and planning, and post-research 
validation checks, but, more importantly, by being ‘cohesively embedded in 
the method used, as they move the analysis forward’ (Morse, 2018: 799). 
Within this more recent methodological literature, terminology related 
to quality is disputed and shifting, although arguably it would be fair to 
say that the most recent proposed frameworks exhibit a shift away from 
quasi-technical terms like reliability and validity and instead appear to be 
aiming to use broader language, adopting simpler words such as ‘quality’ 
(Tracy, 2010) and ‘rigor’ [sic] (Morse, 2018). We have chosen to use the 
terms ‘authenticity’ and ‘trustworthiness’ to connote the basis on which 
we invite readers to judge the quality of our work. We have not provided 
separate definitions of these terms, but instead we explore their meaning in 
the context of this research, both throughout this chapter and Chapter 3.

Through a multi-layered research design, we sought to ensure 
the authenticity and trustworthiness of the data that we gathered, using 
the most pertinent of the approaches identified in the methodological 
literature (e.g. Creswell and Miller, 2000; Shenton, 2004; Morse, 2018). 
Shenton (2004) recommended a wide range of strategies for ensuring 
trustworthiness in qualitative research projects. We judged several of these 
to be relevant to our project and employed them throughout the research. 
These strategies included: ensuring that we as researchers had credible 
backgrounds, qualifications and experience; taking early steps to establish 
rapport with our project participants; using a variety of questioning 
techniques to facilitate openness; drawing on a wide range of data sources; 
providing opportunities for peer scrutiny of data; using member checks; 
and, throughout the research project, taking time to reflect on our own 
researcher roles and performance (Shenton, 2004: 65–8). The rest of this 
chapter expands on how we implemented these strategies.

Our first decision as to how to ensure authenticity and trustworthiness 
was in relation to our data sources. As we have noted, we decided to gather 
data from a range of sources, not in order to triangulate and arrive at an 
empirical truth, but in order to add breadth and depth to our research. 
We considered using interviews and direct observation as our main data-
collection techniques, but given the international nature of the project, these 
approaches would have required significant resources. Additionally, these 
methods were likely to suffer from a lack of depth of understanding of the 
educational and assessment environment on the part of the researchers, not 
to mention language skills. Participant observation was therefore adopted 
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as the main data source, involving participants who already worked within 
the systems under investigation. This method provided for immediacy of 
data, and gave us access to evidence that may not otherwise have been 
available. As Yin pointed out:

Participant-observation provides certain unusual opportunities 
for collecting case study data, but it also involves major challenges. 
The most distinctive opportunity is related to your ability to gain 
access to events or groups that are otherwise inaccessible to a 
study (Yin, 2014: 116).

Using participant observers who were already part of the jurisdiction under 
investigation meant that we needed contributors who knew the system well, 
and who were able to discuss publicly and document issues that could be 
controversial in their own context. We mainly selected senior personnel in 
exam boards to write the case study chapters. This did, however, threaten 
to limit the findings in a number of ways; in particular, the case studies may 
cover the policy intentions, rather than the lived reality. While practitioners 
who set the standards have accurate and up-to-date knowledge of policy 
and technical issues, they are also constrained by commercial interests and 
national politics in fully disclosing this knowledge. Even in setting out the 
official position, there may be variations in how full a description can be 
provided in each case study chapter. Some systems have complete policy 
statements, and perhaps public documents and archives on standard setting 
processes, but in other systems, this information may not be in the public 
domain, and an exam board employee may not be in a position to release it 
into the public domain. Using participant observers who are already part of 
the jurisdiction under investigation guaranteed that contributors had good 
knowledge of the system, and gave us the best chance of ensuring that we 
had the fullest picture of standard setting systems. However, it raised the 
issue of how to ensure that the picture presented was unbiased. In other 
words, how could we ensure that the project’s findings would be viewed as 
trustworthy? We return to this issue below.

A further concern was that the limitations of participant observation 
may have been compounded by the issues facing exam boards and assessment 
bodies. As Baird and Gray (2016) suggested, ‘Examination boards have 
a tricky, political task in managing public and stakeholder perceptions 
of examination standards’ (Baird and Gray, 2016: 2) and therefore exam 
board personnel may not be able to discuss public critiques of their system 
in a full and open way. Whatever our research methodology, confidentiality 
could not be assured to participants: the participants (or in this case, their 
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organizations) have a high profile and are identifiable. Chapter 3 and 
Appendix B deal with these issues more fully. It was central to our research 
design that the organizations should be identifiable and that the research 
should include and analyse issues that are subject to public debate. We know 
from comparative work in education that the policy and educational reform 
landscape is constantly moving in many jurisdictions around the world 
(OECD, 2015). Such policy shifts may create space that allows discussion 
of the strengths and weaknesses of different systems, processes and concepts 
of standards; on the other hand, policy reform can lead to ‘resistance 
from policy-makers to listening to the concerns raised by education and 
assessment professionals’ (Baird and Coxell, 2009: 114), stifling debate and 
making it difficult for professionals like exam board employees to articulate 
their knowledge publicly.

Despite these tensions, there was little doubt that senior exam board 
personnel are the people who have the knowledge to provide a full and 
accurate description of their systems, their underlying principles and how 
they work in practice. Initially, we asked the senior exam board participants 
to compose papers for the project’s invited symposium (described below). 
The papers from the different jurisdictions were required to follow a 
template, which we had prepared with the aim of making them as similar in 
structure as possible. While authors were asked to base their papers on this 
template, some adapted it to better suit their own contexts. In the Georgia 
case study, for example, there is only a short section about the technicalities 
of standard setting; in the Queensland case study, there is more focus on 
future assessment reforms than on description of the current system. In 
both cases, we were more interested in what standard setting means in 
the context and what problems have been encountered than in a narrowly 
technical description of the current system. The project team worked with 
case study authors through dialogue and a process of co-creation, engaging 
with the authors at all stages of the writing process, providing feedback, 
open dialogue and challenge in preparation for, during and following the 
symposium. 

As mentioned above, we knew that using interviews as a primary 
source of data would bring a number of challenges, including those associated 
with power asymmetries (Brinkmann, 2018: 588) and those arising from 
the researchers’ status as ‘insider-outsider’ interviewers (Mercer, 2007). 
However, so as to give our project participants a more active and primary 
role as producers of their own accounts, we did decide to use interviews as a 
secondary source of data, accepting Brinkmann’s (2018) characterization of 
interviews as ‘humane, inter-subjective and responsive’ (578). In particular, 
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we wanted to make use of the dialogic benefits of the semi-structured 
interview so that we, as researchers and project participants, could jointly 
engage in ‘knowledge-producing’ (ibid.: 579) through ‘an interchange of 
views between two or more people on a topic of mutual interest’ (Cohen 
et al., 2017: 506). In deciding to include interviews in our research 
design, we recognized ‘the centrality of human interaction for knowledge 
production’ and the ‘social situatedness of research data’ (ibid.: 349). Thus, 
while acknowledging the possible limitations of interviews as a means of 
data collection (Wragg, 1994: 267; Denscombe, 2010: 190), we designed 
our study to include successive rounds of what have been called ‘dialogic 
interviews’:

Dialogic interviews are true conversations in which researcher 
and participant together develop a more complex understanding 
of the topic. There is authentic give and take in these interviews 
– mutual sharing of perspectives and understandings – and 
‘talk time’ is more balanced between researcher and participant 
(Rossmann and Rallis, 2003: 182, emphasis in original). 

We conducted two dialogic telephone interviews with each of the authors, 
plus a face-to-face interview at the symposium. These interviews provided 
us with a further source of data that allowed us to challenge our own 
understanding and that of our project participants, as part of a collaborative 
process of knowledge production. We have drawn on the interview data in 
drafting the thematic chapters of this book. 

The first interview was used in part for rapport building and to 
establish the project rationale and parameters. In this conversation, we 
provided information about the symposium, introduced the idea of critical 
friends as commentators to be involved after the symposium, discussed the 
formal consent required for participation in the project and ensured that the 
author considered possible consequences of their participation in the project 
for them personally, and for their organization within their jurisdiction. 
(We obtained ethical approval for the project using the ethical procedures 
of each of our organizations. The University of Oxford’s Research Ethics 
Committee approved procedures and AQA’s Research Code of Practice both 
require adherence to the British Educational Research Association (BERA) 
Ethical Guidelines for Educational Research (2011).) In one sense, the 
purpose of the first interview was to explain the planned research methods 
and to ensure informed consent on the part of the project participants; we 
also talked through the symposium paper template to investigate whether 
the template provided an appropriate framework to elicit the data we 
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sought. Importantly, this first interview was an opportunity to establish 
the credibility of our own experience and backgrounds, as part of the 
process of establishing rapport with our project participants, as Shenton 
(2004) advised. Each member of the project team was assigned three or 
four project participants with whom he or she would work throughout the 
project. Wherever possible, we matched ourselves with jurisdictions with 
which we had a degree of familiarity.

Another aim of the first interview was to begin the dialogue about 
standard setting methods and definitions. Most of our project participants 
worked for exam boards – not always as researchers, but in senior roles 
with operational responsibility. We recognized that they would not 
necessarily have been familiar with the academic literature on standard 
setting; several expressed some concern that they were not academics, and 
did not ordinarily analyse their own practice, especially not in a theoretical 
way. We wanted to enable participants to do this, so that by the time they 
attended the symposium, they would feel comfortable discussing theoretical 
aspects of their own and others’ standard setting systems. During the first 
interviews, our attempt to familiarize participants with analysing their 
own practice took the form of an initial discussion about standard setting. 
This was based around the requirements outlined in the symposium paper 
template, which they had received prior to the interview (along with the 
paper by Baird and Gray, 2016 manuscript) to allow them to prepare for the 
interview discussion. Following the first interview, we sent each participant 
a short briefing paper that aimed to summarize the established research on 
standard setting.

We followed these initial interviews with a second, more in-depth 
telephone interview a month or two later. This semi-structured interview 
was organized around discussion of questions such as: Who is responsible 
for standard setting and maintaining in your context? How are standards 
set in your context? What standard setting techniques are used? Do you use 
norm-referencing, criterion-referencing, attainment-referencing or another 
method? What are the controversies in your context around examination 
standards and what do they tell us about standard setting and maintaining? 
In this discussion, we drew on the insights and definitions that had been 
outlined in the briefing paper, and asked participants to describe their 
own practice and reflect on it through the theoretical lenses provided by 
the academic research on standard setting. The principal aim of this round 
of interviews was to allow us to draw out and challenge the participants’ 
understanding and accounts of their own systems, as a collaborative aid to 
their, and our, self-reflective analysis, since ‘Credible data also come from 
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close collaboration with participants throughout the process of research’ 
(Creswell and Miller, 2000: 128).

Our interviews were an important means of mitigating the risks of 
limitations in research data gained from the authors, allowing us to discuss 
that data in a process of dialogic knowledge production. In order to further 
strengthen the authenticity and trustworthiness of our research, we decided 
that the project would also encompass alternative perspectives:

An investigator must seek those alternatives that most seriously 
challenge the assumptions of the case study. These perspectives 
may be found in alternative cultural views, different theories, 
variations among the stakeholders or decision-makers who are 
part of the case study, or some similar contrasts (Yin, 2014: 204).

As well as including alternative analyses of cases in the overarching chapters, 
which draw out key themes from across the case studies, we accessed a 
range of informants to provide alternative perspectives that might pose rival 
explanations of the phenomena described. We asked additional in-country 
experts to provide commentary and analysis on policies and processes 
relating to standard setting and maintaining within the jurisdiction. The 
experts were given the relevant case study chapter and asked to respond to 
it, including any insights or critiques that may be different from the chapter 
author’s analysis. The commentaries provided a means to address the 
limitations of bias and possible insider researcher difficulties with disclosure. 
Although these commentaries were later shared with the chapter authors, 
authors were not given the chance to amend their text or to respond to the 
commentaries; however, they could raise issues of factual inaccuracy. In 
the event, this never happened. The commentaries follow the case study 
chapters to which they relate. 

An important part of the research process was an invited symposium 
held at Brasenose College, Oxford, in March 2017, at which 46 colleagues 
from a wide range of jurisdictions presented work on what examination 
standards mean in their context. Delegates were carefully selected to 
represent researchers who had published important work on educational 
standards and those who were responsible for examination standard policy 
and practice for national examinations. We provided papers in advance from 
each of the 12 jurisdictions that form part of the Standard Setting Project, and 
each project participant (or, in two instances, their representative) presented 
to the invited audience of experts on a key theme associated with their 
case. In this way, the symposium provided an opportunity for peer scrutiny 
of participants’ accounts and analyses of their own systems, and formed 
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another important means to secure trustworthiness in our research findings. 
It also contributed to one of the secondary aims of the project, which was to 
establish a knowledge community. Although there are established networks 
that are used by senior exam board colleagues, academics and policymakers, 
such as the International Association for Educational Assessment (IAEA) 
and the Association for Educational Assessment – Europe (AEA–Europe), 
those who have responsibility for implementing standard setting policies 
are not always represented in these networks. All of our participants 
expressed a wish to learn from other systems and valued the symposium as 
an opportunity to do so as a first step to creating a knowledge community.

The interviews conducted at the symposium provided further data 
about issues that had been raised in some of the plenary sessions, such 
as what definition of standards would provide a good description of the 
curriculum-related examination operating in their jurisdiction, and who 
has the power (either hard or soft) to define and set standards in their 
jurisdiction. Using an iterative interview design, with three rounds of 
interviews, allowed us to help participants to reflect on their own experience 
from a position that opened up fresh viewpoints on the processes they had 
known intimately; this was especially true of the interviews that took place 
after the extensive presentations and discussions at the symposium. After 
each of the three interviews, records were shared with participants in a 
process of ‘member checking’ (Creswell and Miller, 2000). This process 
allowed participants to confirm that the interview records captured their 
intentions and strengthened the authenticity of the findings by providing 
an opportunity for the project team to verify ‘the investigator’s emerging 
theories and inferences as these were formed during the dialogues’ (Shenton, 
2004: 68). An additional form of member checking took place when the 
chapters of this book reached a late, draft stage; case study commentaries 
were shared with relevant participants, and thematic chapters were shared 
with all project participants so that they could ‘confirm the credibility of 
the information and narrative account’ (Creswell and Miller, 2000: 127).

The interviews, and the presentations, papers and discussion that 
took place at the symposium indicated the wide range of practices in use 
and provided a major source of data for this book.

Insider research
It would be remiss of us, in discussing the methodology of the Standard 
Setting Project, not to explain how we dealt with insider research issues. 
Chapter 3 of this volume discusses broader, more theoretical insights into 
insider research that were gained during the course of the project. The 



35

Researching national examination standards

remainder of this chapter briefly clarifies how these issues affected project 
participants during the project; it draws on the records of the three rounds 
of interviews to illustrate some of the points made.

The project was preceded by a pilot project, in which Baird and 
Gray (2016) focused on a comparison of curriculum-related examination 
standards in Scotland and England. Methodologically, the initial project 
used critical evaluation of published policy documents and the authors’ 
insider experiences of standard setting in Scotland and England (Sikes and 
Potts, 2008). Both authors had had professional responsibility for standards 
in an English examining board, and one of the authors was formerly 
responsible for standard setting policy at the Scottish Qualifications 
Authority (SQA). Their depictions of the standards policies in Scotland and 
England were constructed in part through member checking with senior 
exam board personnel responsible for standards: the authors presented their 
interpretations of the stated policies and discussed these with the senior 
practitioner/policymakers as part of a collaborative contribution to the field 
(Creswell and Miller, 2000: 126). The authors noted their own status as 
insider–outsiders and the effects of this on the research.

In initiating the international project, such insider–outsider effects 
needed to be considered. All members of the project team have considerable 
experience in the field of standard setting, ranging from senior research 
roles in exam boards (Baird and Gray), senior positions within regulators of 
qualifications and examinations (Gray, Isaacs and Opposs) and experience 
in university faculties (Baird and Isaacs); hence, they are both insiders 
and outsiders in the standard setting process (Mercer, 2007). In addition, 
all the project leads have conducted extensive international research in 
curriculum and assessment. This confers the benefits of credible experience 
and backgrounds that Shenton mentions (2004: 68), but also a need for 
care: ‘the researchers need to be reflexive and disclose what they bring to 
a narrative’ (Creswell and Miller, 2000: 126). To ensure that we achieved 
reflexivity, the project team met monthly and for an immersive writing 
week, sharing ideas and drafts of materials, and discussing and challenging 
these in a process of co-creation.

Some of our project participants were conducting their research 
from a locus fully inside the relevant examination body and had to 
spend considerable time convincing their key stakeholders to allow their 
participation in the project. A substantial amount of early work involved 
providing assurances about how the project would work and the kind of 
protection that would be in place for participants. A crucial issue for some 
jurisdictions was whether their systems would be judged to be less than best 
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practice; consent discussions with those participants focused on reassurance 
that the project did not aim to compare systems with each other in order to 
judge or rank them.

In some jurisdictions, national assessments are developed by 
academics in higher education, and this provides a degree of independence 
from government or commercial interests; project participants who worked 
for a higher education institution reported feeling fewer constraints sharing 
critical analysis of their own standard setting systems. For those jurisdictions 
where the project participant was a senior employee of an exam board 
or other governmental or commercial body, organizational contexts and 
employment conditions appeared to provide strong constraints, and the 
risk of potential biases was increased. As we have noted, for all of our 
project participants, whether academics or exam board personnel, even 
setting out the official position may have been difficult, and there may 
have been variations in how full a description could be provided in each 
country-specific account. Indeed, participants expressed concerns about 
transparency; for example, describing it as ‘opening Pandora’s Box’.

Arguably, those working in exam boards, in particular, are predisposed 
to risk-averse attitudes due to the nature of their organization’s work. 
This can make it difficult for exam board researchers to share the results 
of their research, particularly with colleagues and stakeholders outside the 
organization. This was certainly true for a number of participants, and even 
some of the academics who felt that they were free from institutional or 
government pressure reported that they needed to be circumspect in what 
they said publicly. This issue proved to be a stumbling block for other 
potential participants, and one or two who expressed interest in the project 
were unable to take part. Indeed, most of the potential participants had 
to give these issues a lot of consideration in the early stages of deciding 
whether or not to be involved in the project. Some needed time to reflect on 
how open they could be, especially in discussing controversies or in placing 
themselves into debates in which alternative views of their policies may be 
put forward (or even seen to be legitimized): during consent interviews, 
words like ‘delicate’ were used. When recruiting participants, the project 
team took great care to discuss the nature of the critical reflection required 
for this research project. Ensuring that participants understood that this was 
required, and that alternative views of their system would also be sought and 
presented, was the main issue to be addressed in the initial consent process.

In the pilot project, we noted our status as insider–outsiders and the 
resultant constraints on our research. These constraints became even more 
pertinent for our project participants, most of whom were still serving as 



37

Researching national examination standards

senior officials in the examination system that they were describing and 
analysing. The participants entered the project with a commitment to study, 
question and test their own practices (as recommended in Stenhouse, 1975: 
144): this desire was expressed in almost all of our initial consent interviews. 
We have already noted that the few project participants who worked 
within higher education appeared to feel less constrained in discussing the 
limitations of their own assessment and standard setting systems. However, 
exam board participants did report feeling constraints. 

Exam boards are public institutions, known in their jurisdiction or 
nation, identified in the media and called to account through democratic 
structures. The only way to protect the confidentiality and ensure the 
anonymity of our exam board researchers and their organizations would 
have been to exclude so much descriptive detail about the system that the 
technical and theoretical analyses would have been rendered meaningless. 
However, it was part of the design of the project that different jurisdictions 
should share information with each other, and we brought the project 
participants together via a major international symposium in order for 
them to do this. Achieving the aims of the project required that, within 
the project, confidentiality should be breached. Internal confidentiality was 
not possible, then, but it was important that both the project team and 
all project participants provide each other with mutual reassurances of 
external confidentiality on sensitive issues. (For a discussion of ethical issues 
in internal and external engagement, see Floyd and Arthur, 2012.)

By opening and framing this research with a discussion of the insider 
research issues that have been captured in Chapter 3 of this volume, we 
characterized the symposium as a safe space in which participants could 
be completely frank and open about their own practices and ideas, and 
could expect others to respond respectfully, and with attention to personal 
and political sensitivities. Those participants who decided to take part in 
the project agreed to share, frankly and openly, information that in other 
contexts they may have been constrained to share with organizational or 
system outsiders. Of course, this does not mean that robust conceptual 
exchanges did not occur. These exchanges enacted the stances outlined in 
Chapters 1 and 14, with discussion around whether psychometrics should 
be viewed as the most technically sound assessment paradigm, and whether 
curriculum-based assessment lacked theoretical underpinning. Despite 
some strongly held views, it was clear that the symposium provided a forum 
for the project team and the case study authors to co-create concepts and 
develop understanding of these; reactions to the symposium, after the event, 
suggested that we had succeeded in creating with our colleagues
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a space where people can share views, be respected and take 
seriously the commitment to finding lines of consensus about 
what should be done to address questions of validity and 
legitimacy that might arise in regard to what they currently do 
(Kemmis et al., 2014: 36).

The case study and thematic chapters of this volume delineate the views that 
were shared, the questions of validity and legitimacy that were addressed 
and the consensus that was reached. Figure 2.2 provides an outline of our 
data-collection methods.

Figure 2.2: Research diagram

Using insiders as research leads and research participants necessarily 
brought both limitations and strengths; we aimed to offset the limitations 
and consolidate the strengths through careful research design, continual 
researcher reflection by the project team and the project participants and 
appropriate support and challenge for each other. However, we do not make 
truth claims for this data; instead we present our research as positional, 
‘acknowledging the inseparableness of the researcher and the process of 
inquiry’ (Creswell and Miller, 2000: 129). This methodology chapter has 
outlined the steps that we took to provide assurances of authenticity and 
trustworthiness, but, ultimately, readers must judge for themselves. 
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Chapter 3

Researching national 
examination standards 
as an insider
Lena Gray

Introduction
As detailed in Chapter 2, we decided that expert insiders would be the 
best source of knowledge to investigate the methods and meanings of 
examination standards. We knew that choosing to approach senior insiders 
to be our project participants would bring methodological challenges: in the 
pilot project comparing England and Scotland we noted our own positions 
as insider–outsiders and the effects of this on our research. It was crucial 
to the project’s aims that the participants’ reports could be scrutinized for 
authenticity, but we needed to ensure that the project did not harm those 
who participated.

Insider research cannot involve objective observation and analysis; 
it is instead ‘an encounter between individual choices and cultural tools 
employed in a particular institutional context’ (Zembylas, 2003: 220). 
While some theorists would argue that this is the case for all social science 
research, insider research cannot but be situated in the researcher’s own 
personal, organizational and political experience and context. Faced with 
charges of lack of objectivity, the insider researcher can defend themselves 
by building walls of data analysis, experimental technique and scientific 
method, or they can acknowledge that their own position is necessarily 
inextricable from the research that they are undertaking. Far from being 
a problem, this lack of objectivity means that insider research becomes an 
opportunity for the researcher to achieve authenticity in their research by 
being reflective and reflexive:

Reflexivity suggests that researchers should acknowledge and 
disclose their own selves in the research, seeking to understand 
their part in, or influence on, the research. Rather than trying to 
eliminate researcher effects (which is impossible, as researchers 
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are part of the world that they are investigating), researchers 
should hold themselves up to the light (Cohen et al., 2017: 303).

Senior professionals writing about systems inside their own organization 
face a number of problems in holding themselves up to the light. These 
problems are especially acute for professionals working inside exam 
boards. Chapter 2 described the highly political environments in which 
exam boards and their researchers find themselves; in such environments, 
organizations and individuals can be scapegoated, especially when a policy 
debate hits the media (McCaig, 2003). This can make it difficult for exam 
board researchers to share the results of their research, particularly with 
colleagues and stakeholders outside the organization.

The barriers facing exam board insider researchers are many and 
complex, and interact in ways that are unique to the field. Exam board 
researchers face the barrier of coming to their research with assumptions 
that they must try to unknow in order to be able to examine those 
assumptions reflexively and reflectively: they must struggle to avoid merely 
confirming their own beliefs. The researchers must shine a light, sometimes 
a cold one, on their own practices and the practices of their organization. 
This brings risks: the subject of their research can never be anonymous, 
and they will experience constant difficulties communicating about their 
research outside their organization. Like all insider researchers, they cannot 
leave the research field when their research is complete; they must continue 
an ongoing relationship with their research subjects. This situation can 
damage working relationships and make it difficult for the individual to 
communicate about their research inside their organization. In addition, 
they may find themselves directly or indirectly subject to organizational or 
governmental political pressures, or may even impose those pressures on 
themselves. Some of these issues are treated in the methodological literature, 
but rarely, if ever, in the combination of circumstances that affect exam 
board insiders. Thus, although some strategies have been identified that 
help individuals who work in such settings to exchange knowledge, work 
was needed to explore the particular combination of issues that could affect 
exam board insider research. This chapter discusses some of the barriers 
faced by exam board insider researchers and suggests ways that they can 
overcome those barriers to hold themselves up to the light.

Insiders, practitioners and researchers
Within qualitative social science research, awareness and discussion 
of insider research issues are increasing. The term ‘insider researcher’ is 
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itself a complex one, and can refer to a range of contrasting scenarios, 
including: professional staff carrying out research as part of a further 
qualification for career development purposes, staff whose day-to-day work 
includes responsibility for research among a range of more operational 
responsibilities, and staff whose job role is explicitly defined as that of 
‘researcher’ (Sikes and Potts, 2008: 3–4). However, the insider researcher 
would define or name their role, the very fact of being an insider brings 
challenges:

For the insider researcher who is also a ‘proper’ member of 
the setting they are investigating, the problem associated with 
criticisms around failure to maintain a distance in order to be 
able to take a clear and an unbiased non-partisan approach are 
significant and complicated. This is because adopting a distanced 
approach may, in some cases, be inimical to doing one’s job in 
the way in which one has been hired to do it. People are expected 
to be loyal and committed to their employer and employing 
organisation and, while loyalty and commitment do not preclude 
taking an objective stance in order to develop and improve, 
detachment can be problematic in institutional terms (Sikes and 
Potts, 2008: 7).

To try to find solutions to those problems, we turned to the literature on 
participant observers. Participant observers are traditionally envisaged as 
researchers who enter a community under study in order to study it; they 
are part of the community only for the purposes of the research project (see, 
for example, Cohen et al., 2007: 404–8; Hammersley et al., 1994: 63–5; 
Denscombe, 2010: 206–15). This brings its own set of issues, which are 
extensively documented in the research literature (e.g. Cohen et al., 2017: 
326–7; Maxwell and Beattie, 2004; Robson, 2002: 314–25). However, 
insider researchers do not enter their organizations in order to study them 
(Maxwell and Beattie, 2004). As Sikes and Potts (2008) noted, insider 
researchers are ‘proper’ members of the community they are researching; 
hence, they are not participant observers in the way the term is most 
commonly used in social science research. It would be more accurate to 
describe them as observing participants. We therefore turned to another 
body of methodological literature to try to conceptualize what this might 
mean in practice.

To help us understand the role of an observing participant, it is 
useful to consider the distinction between professional researchers and 
researching professionals or ‘scholarly professionals’ (Gregory, 1995: 182). 
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The latter are not employed primarily as researchers, and when they carry 
out research, they do it not for the research itself, but in order to develop 
their professional practice (Bourner et al., 2001: 71); in other words, to 
‘reflect on and illuminate their practice and the practice in the institution 
where they work’ (Wellington and Sikes, 2006: 733). For the researching or 
scholarly professional, their research is not an end in itself but a means to 
professional or organizational development.

We have noted that as insiders, the key tool at the disposal of 
researching professionals is to reflect on their own practice, and so it is 
helpful to conceive of the job of the insider researcher as that of a ‘reflective 
practitioner’. The idea of a reflective practitioner has its roots in the work 
of Dewey (1933) and Stenhouse (1975), and was probably most fully 
developed by Donald Schön (1983, reprinted 1991, 1987). 

In his 1933 work, How We Think, Dewey set out to describe the 
kind of thought that has educational value, characterizing this as conscious, 
reasoned, sceptical and logical:

Active, persistent, and careful consideration of any belief 
or supposed form of knowledge in the light of the grounds 
that support it, and the further conclusions to which it tends, 
constitutes reflective thought (Dewey, 1933: 6, emphasis in 
original).

While arguing that reflective thought has value for educational purposes, 
Dewey provided examples that show us how such thought might operate 
in fields of professional endeavour or discovery. Describing how Columbus 
came to conclude that the world was round, Dewey declared:

The thought of Columbus was a reasoned conclusion. It marked 
the close of study into facts, of scrutiny and revision of evidence, 
of working out the implications of various hypotheses, and of 
comparing these theoretical results with one another and with 
known facts. Because Columbus did not accept unhesitatingly 
the current traditional theory, because he doubted and enquired, 
he arrived at his thought (Dewey, 1933: 5–6).

Insider researchers need to be prepared for this kind of observation of and 
reflection on their own practices, and those of their organization; it involves 
close scrutiny of evidence, questioning of arguments and conclusions, and 
comparison of theories and processes as they reveal themselves through 
these practices. But while Dewey illuminated what insider researchers need 
to do, he did not tell us how to do it. For this, we turn to Stenhouse’s 
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(1975) concept of extended professionalism. In the context of discussions 
on curriculum development, Stenhouse argued that curriculum could only 
be fully developed by teachers as researchers:

The outstanding characteristics of the extended professional is a 
capacity for autonomous professional self-development through 
systematic self-study, through the study of the work of other 
teachers and through the testing of ideas by classroom research 
procedures (Stenhouse, 1975: 144).

Like Dewey, Stenhouse emphasized the importance of testing ideas through 
systematic reflection, but an additional element in the description of the 
extended professional is the notion of autonomous self-reflection: striving 
to gather evidence to allow evaluation of one’s own practice.

Schön (1983) expanded on Stenhouse’s arguments about the extended 
professional and set out a concept of ‘reflection-in-action’ as a means for 
professionals to develop their own knowledge and not be bounded by what 
he saw as the positivistic views of academic researchers. Schön’s reflection-
in-action is a way for professionals to deal with the complex, unique and 
inconsistent situations that they face. It is a way to increase knowledge in 
the face of undefined problematical situations: what he memorably calls the 
‘swampy lowland’ of practice, in which messy, confusing problems defy 
technical solution’ (Schön, 1983: 3). For Schön, professional practice is 
a ‘complex, unstable, uncertain and conflictual’ world (ibid.: 12). Others 
have seen this as a powerful way to deepen understanding of ‘non-rational, 
unpredictable organizations’ (Costley et al., 2010: 117):

A significant advantage of the notion of the reflective practitioner 
is that it provides a conceptual framework within which the 
complexities, tensions and contradictions of work can be 
explored, and at the same time a reference point against which 
the intrinsic value of practice can be judged. The potential for 
practitioners to inform and influence policy, and the process by 
which they make considered responses to political, cultural and 
technological change and devise considered strategies to contain 
or exploit both intended and unintended consequences, are also 
key issues which are given prominence within a reflective practice 
model (Costley et al., 2010: 117).

Doncaster and Lester (2002) concluded, in their study about professional 
doctorate candidates using their research to develop ‘capability’, that 
reflective practice provides the practitioner with the tools to detach 
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themselves from the ‘swampy lowland’ (Doncaster and Lester, 2002: 100). 
For the exam board insider researcher, working in a field that is both 
technocratic and highly politicized, detaching themselves from that swampy 
lowland may seem like an impossible task. However, as Dewey reminded us 
in 1933, all reflective thinking is difficult:

Reflective thinking is always more or less troublesome because 
it involves overcoming the inertia that inclines one to accept 
suggestions at their face value; it involves willingness to ensure a 
condition of mental unrest and disturbance. Reflective thinking, 
in short, means judgment suspended during further inquiry; and 
suspense is likely to be somewhat painful (Dewey, 1933: 13).

There is little doubt that insider researchers would agree that reflective 
thinking is troublesome and painful. Dewey, Stenhouse and Schön ask 
researching professionals to undergo that pain. Before we do, let us reflect 
on the nature of some of the unrest and disturbances that exam board 
insider researchers are likely to face.

Researching elites, elite researchers and confidentiality
Senior staff in exam boards are powerful people in the sense that they are 
‘those with great responsibility … whose decisions have significant effects 
on large numbers of people’ (Cohen et al., 2007: 127). Their decisions affect 
many people and are subject to public scrutiny, and therefore any research 
involving them is sensitive because it is likely to encroach upon ‘issues about 
which there is high-profile debate and contestation’ (ibid.: 127). 

While meanings of the term ‘elite’ may be open to dispute, senior 
exam board personnel fit the definition provided by Harvey (2011): 
‘those who occupy senior management and Board level positions within 
organisations’ (433). Harvey also points to the ‘significant decision-making 
influence within and outside of the firm’ (ibid.: 433); in this context, senior 
exam board personnel could be said to be doubly elite – the organizations 
they work for undoubtedly have a high degree of influence on society and, 
in turn, are influenced and of interest to the public, policymakers and the 
media. Thus, as with the political elite investigated in several studies (see, 
for example, the range of studies reported in Walford, 1994), the natural 
inclination of senior exam board personnel may be to want to control and 
to resist transparency. For exam board insider researchers, this is likely to 
be in direct conflict with their inclination as researchers.

There are some interesting methodological texts that deal with 
researching the elite, but most are concerned with the interpersonal and 
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practical issues that may have to be overcome before, during and after an elite 
interview (see, for example, Berry, 2002; Conti and O’Neil, 2007; Selwyn, 
2013); few texts have anything to say explicitly about the issues that may 
arise when powerful people are researching their own organization (Semel, 
1994, provides one exception). Those texts that deal with researching 
bureaucratic elites seem particularly pertinent to the situation of exam 
board insider researchers. Harvey (2011), for example, documented the 
issues he faced interviewing elite subjects, noting that those who occupy 
senior decision-making positions are often scrutinized by journalists and 
therefore tend to want to control research about their work, seeing it as 
‘some form of challenge or justification for what they do’ (Harvey, 2011: 
433). Selwyn (2013) outlined his experience of how this works in the British 
senior civil service, discussing the rules and codes that individuals are subject 
to and the fact that it is written into their working arrangements that their 
role is to stay ‘on message’ (Selwyn, 2013: 342), meaning that they view 
any interview or research activity as an opportunity to create a ‘rhetoric 
of justification’ (ibid.: 342). Marshall (1984) noted that elite interviewees 
may obfuscate and avoid openness, even when information is already in the 
public domain. She provided a striking image for such behaviour:

Some behave like ostriches. Scarred from past battles, 
investigations, and evaluations, they hide from any intrusion 
that might interrupt their orderly and secure existence (Marshall, 
1984: 238).

If the bureaucratic elite prefers to stick its head in the sand rather than be 
open, what does this mean for exam board insider researchers, who are 
arguably part of that elite? Issues around internal and external confidentiality 
– and the difficulties of achieving these – are pertinent here. Much of the 
methodological advice on how to plan and conduct insider research, like 
research codes of practice and ethical guidelines more generally, stresses 
issues around the need to protect the confidentiality of participants 
(for example, Bell, 2005: 48–9; Blaxter et al., 2006: 158–61; British 
Psychological Society, 2014: 9). For exam board researchers writing about 
practices in their own organizations, ideas of confidentiality and anonymity 
are irrelevant: they simply cannot be achieved. As Floyd and Arthur (2012) 
point out with regard to insider researchers in higher education, ‘Whatever 
efforts are made to preserve anonymity, a simple online search will allow 
the most novice investigator to identify the institution’ (Floyd and Arthur, 
2013: 177). 
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Exam board insider researchers will often work for government 
bureaucracies or for organizations controlled or strongly influenced by such 
bureaucracies. In the Standard Setting Project, for example, most of the 
assessment organizations represented were either government departments, 
some kind of arm’s-length agency of government, or under contract to 
government. In such a context, insider researchers may struggle to achieve 
openness and a sense of authenticity in their work. Even when our project 
participants were employed by universities and enjoyed academic freedom, 
the nature of the contractual arrangements under which they produced 
national assessments on behalf of government meant that some constraints 
were felt. If the exam board insider researcher is a senior member of 
that bureaucracy, they may themselves feel the need for obfuscation and 
justification, and may believe that anything else would exhibit disloyalty 
to their organization. Does this mean, then, that they find themselves, like 
Marshall’s ostriches, with their heads in the sand?

The problem with adopting the ostrich position is that public trust in 
examinations is dependent, upon other things, on the public having a sense 
that the exam board is open and honest, although the technical nature of the 
work means that transparency is not necessarily the route to achieving this 
(O’Neill, 2002: 13–14, 2005: 18; Billington, 2007: 2; Newton, 2005: 76). 
The exam board insider researcher can be left with no route to transparency 
for their research and a feeling of being pulled in opposing directions. 
They want to be open for the sake of their research, but this openness may 
result in a decrease of public trust in their organization, and in them being 
perceived as disloyal to the organization they work for. How can the insider 
researcher resolve this dilemma? Is the only option to stick your head in the 
sand and hope you are invisible?

Lessons from action research: Communicative action
We turned to the methodological literature on action research in an 
attempt to find a resolution to the dilemma facing the exam board insider 
researcher. While not all insider research is action research, theories of 
action research were initially developed with particular reference to research 
within organizations (see Adelman, 1993), and later developments of those 
theories have stressed the socially situated nature of action research (see, for 
example, Kemmis, 1980). Both of these aspects suggest that action research 
theories may have much to offer the exam board insider researcher.

Action research is a form of insider research that has its roots in the 
work of Kurt Lewin in the 1940s (Kemmis, 1980; Adelman, 1993; Coghlan 
and Brannick, 2010). At its heart, action research is essentially research that 
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aims to bring about organizational change; it is as much about the change 
process as it is about the research. In its purest form, action research is also 
collaborative in nature: the researcher and the participants work together. 
It has gained much momentum in educational research because it has come 
to be seen as a way to help teachers to systematically reflect on and improve 
their own practice (Kemmis, 1980).

We found that theorists of action research had some useful lessons 
for the work of exam board insider researchers, especially those theorists 
who emphasize the collaborative nature of research. The most useful ideas 
draw on Jürgen Habermas’s (1984) theories of communicative action and 
communicative spaces:

I shall speak of communicative action whenever the actions 
of the agents involved are coordinated not through egocentric 
calculations of success but through acts of reaching understanding. 
In communicative action participants are not primarily oriented 
to their own individual successes; they pursue their individual 
goals under the condition that they can harmonize their plans 
of action on the basis of common situation definitions. In this 
respect the negotiation of definitions of the situation is an 
essential element of the interpretive accomplishments required 
for communicative action (Habermas, 1984: 285–6).

Habermas’s theory of communicative action is a critical social theory that 
seeks to explain the social scientific project as essentially a linguistic activity, 
and one that involves agreement, negotiation, mutual understanding and 
consensus:

The concept of communicative action refers to the interaction of 
at least two subjects capable of speech and action who establish 
interpersonal relations (whether by verbal or by extraverbal 
means). The actors seek to reach an understanding about the 
action situation and their plans of action in order to coordinate 
their actions by way of agreement. The central concept of 
interpretation refers in the first instance to negotiating definitions 
of the situation which admit of consensus (Habermas, 1984: 86).

Stephen Kemmis, one of the principal theorists of action research, sought 
a ‘critical social science’ that transcends subjectivism and objectivism 
(Kemmis, 1980), stressing the social aspect of research: such research would 
involve social questioning of and within a community, challenging collective 
understanding; the debate itself is the point of the activity. Drawing on 
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Habermas’s work to develop these ideas, Kemmis et al. (2014) turned to the 
concept of the communicative space, describing it as involving ‘a suspension 
of the strategic action we’re ordinarily caught up in (getting things done), and 
an openness to rethinking what we are and could be doing’ (Kemmis et al., 
2014: 48). Suspending our strategic action and opening up communicative 
spaces provides room for the reflection and reflexivity – ‘the constant 
analysis of one’s own theoretical and methodological presuppositions’ 
(Coghlan and Brannick, 2010: 41–2) – that are, as we have stressed, at 
the heart of insider research. Opening up such communicative spaces puts 
us in a strong position to carry out and communicate our insider research 
successfully.

Insider research guidelines
As we worked on the Standard Setting Project, we found ways to mitigate 
the risks of insider research by powerful people in public organizations and 
to open up communicative spaces that provide a place for reflection and 
reflexivity. In doing so, we realized the value of codifying the political and 
organizational barriers to such work and delineating a range of ways in 
which individuals and organizations could overcome them to advance their 
national examination technologies and policies. 

We decided to produce guidelines, developed with the input of our 
project participants and other exam board insider researchers, to enable 
exam board researchers to be more transparent about the procedures 
they use and the challenges they face (Gray, 2017). The guidelines focus 
on how insider researchers can feel a sense of authenticity in their work. 
The document draws on the idea of ‘speaking truth to power’ (American 
Friends Service Committee, 1955), or the Foucauldian concept of ‘parrhesia’ 
(Foucault, 1983). The idea of parrhesia, which has its roots in ancient 
Greek philosophy and literature, implies speaking truthfully for the sake of 
common good – even when that is not recognized by the majority – and at 
considerable personal risk.

The guidelines support such activity and help exam board researchers 
to situate their research on a firmer methodological, conceptual and 
ethical basis by suggesting ways in which they could create for themselves 
a safe, communicative space in which to critically analyse their personal 
practice, their organizational practice and the dominant policy and cultural 
environment within their own national setting. The key issues addressed 
include: how exam board practitioners can safely make use of confidential 
data; how to ensure that insider research projects achieve maximum impact 
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with minimum harm; and how insider researchers can achieve authenticity 
in their research work, given the constraints that they face.

The guidelines can be found in Appendix B.
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Chapter 4

What is standard setting? 
Dennis Opposs and Kristine Gorgen 

Introduction
We explained in the previous chapters how we conducted our research. 
Before moving on to the case study chapters in the next part of this volume, 
we turn our attention to the key concept behind the project: standard setting. 
In this chapter we first clarify the term ‘standard setting’. Different methods 
of setting standards are then classified and discussed. We relate the practice 
of combining different sources of evidence, or using both quantitative and 
qualitative data, that is common in educational assessment, to similar 
approaches used in the social sciences. Finally, the methods each jurisdiction 
uses to set standards in its national, school leaving or university entrance 
examinations are investigated. 

What standards are being set?
To teachers, politicians and assessment experts, the word ‘standards’ has 
various and sometimes very diverse meanings. As Stobart points out in the 
context of England: 

This ambiguity [in the meaning of ‘standards’] leads to the 
August ritual of any improvements in the GCSE/GCE pass rate 
being welcomed by some as an improvement in [performance] 
standards and denounced by others as further evidence of falling 
[examination] standards (as cited in McGaw et al., 2004: 3).

It is therefore helpful at the outset to be clear about our meanings of different 
kinds of standards.

Content standards refer to the syllabus, curriculum or programme 
of study that sets out the content to be learnt or desired learning outcomes. 
They also prescribe what can be assessed. For example, a set of content 
standards may describe the specific knowledge, skills and understanding 
required of students studying for a particular examination in physics 
(Hambleton et al., 2012). Content standards can be made more or less 
demanding by increasing or decreasing the breadth of material to be learnt, 
or the breadth of skills to be acquired. Content standards can also be made 
more or less demanding by increasing or decreasing the depth to which 
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the subject matter is studied, or the level of proficiency of the skills to be 
acquired.

In a similar sense, there are sometimes comments made about the 
standards of examinations that are really about the level of demand of 
the questions. Examinations of the same content can be made more or 
less demanding, for example, by adjusting the level of abstract thinking 
needed when students have to tackle a question. It is possible to set a highly 
demanding assessment, the content of which might be seen as low demand. 
Equally, there can be very demanding content with assessment that is low 
demand. Neither is likely to be good assessment. 

In the sorts of examinations with which this book is mainly concerned 
– national, school leaving or university entrance examinations – there are 
typically several performance standards (or grade standards) set. Each of 
these performance standards is reported as a letter or number grade. In 
this context, the performance standard can be thought of as the minimum 
score required in an assessment for the student’s responses to be sufficiently 
good to be labelled with that grade. The use of grades rather than scores is 
intended to assist users in making sense of the outcomes.

In the rather different setting of the workplace, there is usually a 
single pass-fail performance standard set in the assessments used for some 
occupations. This is the threshold standard which has to be reached in order 
to pass and thereby gain a licence to practise.

When we use the term ‘standard setting’ in this book, it is in the sense 
of setting performance standards. It is not about setting content standards. 
Neither is it about setting the level of demand of examinations. 

Performance standards are often considered to be the most important 
aspect of an assessment system because of the uses to which they can be 
put. Linn (2003) describes four potentially important uses: exhortation; 
exemplification of goals; accountability for schools and teachers; and 
certification of student achievement. Many of the case studies presented 
in Chapters 5 to 13 of this volume discuss issues related to the use of 
assessment results in their jurisdictions. 

Defining standard setting
There is simply no way to escape making decisions. […] These 
decisions, by definition, create categories. If, for example, 
some students graduate from high school and others do not, a 
categorical decision has been made, even if a graduation test was 
not used. (The decisions were, presumably, made on some basis.) 
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High school music teachers make decisions such as who should 
be first chair for the clarinets. College faculties make decisions 
to tenure (or not) their colleagues. We embrace decision making 
regarding who should be licensed to practice medicine. All of 
these kinds of decisions are unavoidable; each should be based 
on sound information; and the information should be combined 
in some deliberate, considered, defensible manner (Mehrens and 
Cizek, 2001: 478–9).

The examinations that have formed part of this project are typically those 
where the main purpose is to assist universities with making decisions about 
the right students for their courses. There are usually other purposes, too, 
such as supporting employers short-listing applicants for a job. To achieve 
that, the examinations provide, as an outcome for each student, a score 
or grade. Sometimes these scores or grades are aggregated across all the 
subjects examined; sometimes they are not.

The examinations themselves normally comprise various questions. 
The students’ responses to these questions are marked, marks being 
allocated to each response according to its quality – to what extent it 
matches the expectations of the examiners about the correct answer. The 
marks are then aggregated. There may be further aggregation processes 
such as combining the outcomes from different papers, perhaps including 
school-based assessment results, possibly involving differential weights 
being applied to each.

The aggregated marks will usually be converted onto a separate scale 
that is used to report the results of the examination and will be intended to 
allow users of the results to interpret them more readily. This scale might 
use letter or number grades, or it may use scale scores. Where this process 
involves changing marks into grades, cut scores must be determined. Each 
grade then tallies with the marks between two adjacent cut scores.

In this book we use the term ‘standard setting’ to incorporate any 
process by which raw marks are converted into the reported outcome. 
This is a much broader definition than is common in the standard setting 
literature, which we briefly cover in the following section entitled ‘Standard 
setting methods’. 

In the psychometric literature, the term ‘standard setting’ is used 
to describe the process by which cut scores are set on the data from an 
examination to create categories used in reporting. Categories might be, 
for example, pass/fail, pass/merit/distinction, 1/2/3/4/5/U and A/B/C/D/U. 
In this context Cizek defined standard setting as ‘the proper following of a 
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prescribed, rational system of rules or procedures resulting in the assignment 
of a number to differentiate between two or more states or degrees of 
performance’ (Cizek, 1993: 100). 

There is a separate concept in the psychometric literature that is called 
‘linking’. For two tests, a link between their scores is a transformation from 
a score on one to a score on the other (Holland and Dorans, 2006). In ideal 
circumstances, the linking can be described as equating. In test equating, 
a direct link is made between a score on one test and a score on another 
test so that the scores from each test can be used interchangeably. For test 
equating to be successful, several requirements have to be met: for example, 
the two tests should measure the same constructs and should have the same 
reliability. Equating allows a standard set judgementally on the first version 
of a test to be applied to subsequent versions using statistical methods rather 
than judgemental methods. In this book we include equating as a form of 
standard setting.

In several examination systems used as case studies in this project, the 
process followed to convert students’ marks into reporting categories would 
better be described as maintaining standards. Typically, these systems have 
a relatively small number of reporting categories, normally letter grades. 
The aim in maintaining standards is to ensure that the standard of a grade 
in one examination is comparable with that issued when an earlier version 
of the same examination was taken, often one year earlier. In this book we 
use the term ‘standard setting’ to include both when the standard is being 
set for the first time and when it has previously been set and is now being 
maintained.

In other examination systems used as case studies in this project, 
the outcome reported uses a scale involving larger numbers rather than a 
reporting category. The scores reported are known as scale scores (Kolen, 
2006). Normative information can be incorporated into a scale score to 
help users better understand their meaning. For example, by setting the 
mean scale score to be 200, users can understand whether a student is above 
or below the mean of those taking the test. In this book, this process too is 
taken to be a form of standard setting. 

So from here on in, our definition of standard setting is any process 
by which raw marks are converted into the reported outcome. 

Standard setting methods 
Literature on the main standard setting methods
A large number of different standard setting methods are used in national, 
school leaving or university entrance examinations around the world. 
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Three of the most common judgemental methods – Angoff, bookmark and 
awarding – are described very briefly below. We also reference some other 
methods – see Table 4.2 in this chapter.

A widely used judgemental method to set cut scores is the Angoff 
method. In its commonest form, this requires members of a standard setting 
panel to review all the items that comprise an examination. (Often the panel 
members sit the examination to achieve this familiarization.) They then 
estimate for each item the probability that a borderline student – one on 
the cut score – taking the examination would provide the correct answer. 
The minimally acceptable score is then the aggregate of the probabilities. In 
practice, panel members spend some time making sure they are clear about 
the idea of a borderline student for each of the borderlines for which they 
have to make a judgement. Normally at least two rounds of ratings are 
carried out with opportunities for panel members to discuss their judgements 
and consider data between rounds (Thorndike et al., 1971; Hambleton and 
Pitoniak, 2006; Cizek and Bunch, 2007; Cizek, 2012). 

Another method used widely is the bookmark procedure. Here the 
items that make up an examination are rearranged into a book with one 
item on each page. The pages are sequenced so that the items’ empirical 
difficulty increases through the book. Panel members are then asked to 
identify the page where a borderline student will have a 0.67 probability 
of answering the item correctly. The average page number from the panel 
members’ proposals is then used as the cut score (Hambleton and Pitoniak, 
2006; Cizek and Bunch, 2007; Cizek, 2012). 

A recent addition to the methods described in the US literature is the 
body of work method (Hambleton and Pitoniak, 2006; Cizek and Bunch, 
2007; Kingston and Tiemann, 2012). This appears to be broadly similar 
to the arrangements originating in the UK which are called awarding. 
Awarding (or grading) is also a process by which the position of cut 
scores (known as grade boundary marks in this method) is determined. 
Awarding involves examinations that are not pre-tested and so is carried 
out after the students have sat the examination and their work has been 
marked. Panels of subject experts then consider both qualitative and 
quantitative information, including statistical data based on the actual 
marks obtained, and recommend a cut score for different grade boundaries 
(Robinson, 2007).

Kane’s (2017) view that standard setting involves the development 
of policy statements about how good is good enough is applicable to all of 
the abovementioned methods. The results may be described as arbitrary in 
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the sense that there is no one right answer, but they can be reasonable, have 
acceptable consequences and be well supported by data. 

A more statistical approach to standard setting than those methods 
described above involves making cohort-referenced assumptions. Typically, 
a target mean, standard deviation and range are set in advance of the 
examination being sat. Raw marks are then converted into a scale score 
using transformations (Kolen, 2006).

Since the 1980s, as the power of computers increased considerably, 
the use of a family of statistical models to analyse item data by means of 
item response theory (IRT) has become much more common. At the heart 
of each IRT model is a description of the probability that an examinee with 
particular characteristics will give a particular response to an individual 
item that has its own particular characteristics. Given that information, 
it is then assumed that responses for different items are conditionally 
independent. IRT can be used in scaling, equating, determining cut scores 
and score reporting (Yen and Fitzpatrick, 2006).

Over time, different attempts have been made to categorize standard 
setting methods. Cizek and Bunch (2007: 9–11) describe three categories, 
summarized in Table 4.1. 

Table 4.1: Two-dimensional categorization schemes 

Examinee-
centred 
v 
Test centred 
(Jaeger, 1989)  

Examinee-centred: 
judgements about 
whether real examinees 
show the necessary 
standard; could also be 
called ‘holistic’.

Test-centred: each item 
or collection of items 
is considered and a 
judgement made of how 
a hypothetical examinee 
would perform.

Holistic models 
v 
Analytic models 
(Kane, 1994)  

Holistic models: 
achievement or skill is 
assumed to be highly 
integrated. 

Analytic models: 
achievement can 
be assessed using 
relatively small parts of 
performance. 

Norm-referenced 
v 
Criterion-
referenced
(Christie 
and Forrest, 
1981; Glaser, 
1963/1994; 
Wiliam, 1996)

Norm referenced: 
performance standards 
are established with 
respect to the relative 
standing of examinees 
from a relevant 
population.

Criterion-referenced: 
performance standards 
are based on the level of 
knowledge, skill or ability 
necessary for a specified 
purpose and cut scores 
are established with 
respect to that level.
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In practice, many of the methods used tend not to fall wholly into one 
category. So, for example, Angoff procedures might usually be classified 
as test-centred rather than examinee-centred, analytic rather than holistic 
and criterion- rather than cohort-referenced. Commonly, though, impact 
feedback – data that helps participants understand the consequences of 
their judgements on the population of examinees that are subject to the 
panel recommendations – is used in the process. Use of such data in the 
process muddies the categorization waters as it seems that independent 
criterion-referenced judgements cannot be made with confidence without 
first considering their implications for the overall results of the examination 
concerned. So decisions are made using both quantitative and qualitative 
evidence.

Cizek and Bunch (2007) concluded that while the two-dimensional 
categorizations presented in Table 4.1 are useful, ‘the demands and nature 
of standard setting in practice compel us to conclude that no simple 
distinctions between methods can be made and that well-conceived and 
implemented standard setting must recognize that any procedure requires 
participants to rely on both dimensions to effectively carry out their task’ 
(Cizek and Bunch, 2007: 10). Again, this indicates that typically, standard 
setting involves the use of both quantitative and qualitative sources of 
evidence.

The variety of methods that we consider in this volume to be part 
of standard setting techniques is wider than those considered by Cizek and 
Bunch (see Table 4.1 above) as we include statistical as well as judgemental 
techniques. One way of categorizing our wider set of methods is to consider 
whether or not they involve the use of experts to make judgements about 
the examinations themselves. If that judgement primarily involves making 
decisions about how well examinees might perform on individual items, 
then we call that an atomistic method. If the judgement makes major use of 
the quality of examinees’ responses or their marks allocated when sitting a 
whole examination paper, then it is an aggregate method. Other methods 
that largely or wholly concern applying statistical techniques to the marks 
from students’ responses we call statistical methods.

Some commonly used methods are categorized in Table 4.2 below. 
Readers interested in further details about these methods can find them in 
the references given. Some methods are also described in Chapters 5 to 13 
of this volume.
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Table 4.2: Standard setting methods

Atomistic methods

Judgement about 
the examinations 
primarily involves 
making decisions 
about how well 
examinees might 
perform on individual 
items

Bookmark (Hambleton and Pitoniak, 2006; 
Cizek and Bunch, 2007; Cizek, 2012)
Angoff and variations (Hambleton and Pitoniak, 
2006; Cizek and Bunch, 2007; Cizek, 2012; see 
also Chapters 12 and 13) 
Direct Consensus (Hambleton and Pitoniak, 
2006; Cizek, 2012)
Nedelsky (Hambleton and Pitoniak, 2006; 
Cizek, 2012)
Ebel (Hambleton and Pitoniak, 2006; Cizek, 
2012)

Aggregate methods

Judgement makes 
major use of the 
quality of examinees’ 
responses or their 
marks allocated 
when sitting a whole 
examination paper

Contrasting Groups (Hambleton and Pitoniak, 
2006; Cizek, 2012)
Borderline Groups (Hambleton and Pitoniak, 
2006; Cizek, 2012) 
Body of Work (Hambleton and Pitoniak, 2006; 
Cizek and Bunch, 2007; Cizek, 2012)

Awarding (Robinson, 2007)
See also Chapters 6 and 11 

Statistical methods

Methods which largely 
or wholly apply 
statistical techniques 
to the marks from 
students’ responses

Item Response Theory (Yen and Fitzpatrick, 
2006)
Norming (Kolen, 2006)
Scaling (Kolen, 2006)
See also Chapters 5 and 8

The atomistic and aggregate methods combine, to varying degrees, 
quantitative and qualitative sources of evidence to decide on the quality 
and reported outcome of a student’s work. Although methods for setting 
cut scores have been a consistent focus of attention over the years (see, for 
example, Newton, 2005), it has been recognized that exactly how evidence 
is combined to enable decisions to be made during standard setting has 
largely been ignored (Newton, 2000: 40). We now turn to literature on 
mixed methods design to help conceptualize how different kinds of data 
are amalgamated when setting performance standards using atomistic and 
aggregate methods.
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Combining sources of evidence
The practice of combining both quantitative and qualitative sources of 
evidence to arrive at an answer or conclusion is not unique to the practice 
of standard setting. In social sciences, mixed methods research techniques 
involve the connection, integration or linking of two independent strands of 
quantitative and qualitative data. In this century, interest in mixed method 
design has risen. Morse (2010) stated that researchers have seen that in 
mixed method design, quantitative and qualitative designs, which have been 
at odds for decades, may be able to exist together. We suggest that the 
same holds true for standard setting methods, in which combining sources 
of evidence creates an outcome that is controlled, rigorous and complex 
(Morse, 2010).

As in any kind of scientific research, the choice to combine 
quantitative and qualitative methods in a mixed methods research design 
should be based on the specific aims and interests of the research project 
(Creswell, 2009; Punch, 2005; Ridenour and Newman, 2008). If we apply 
this to the context of setting standards in national examinations, it might 
be government policy that defines the aims of the standard setting process. 
The research design, so the method(s) used to set standards, would then be 
chosen to enable the standards to be set and maintained in line with that 
given aim. 

How quantitative and qualitative sources of evidence can be 
combined in standard setting will be illustrated with the example of A level 
examinations in England. The government policy that underlies standard 
setting in England is to keep standards comparable over time. Ofqual 
implements this policy through its adoption of the comparable outcomes 
approach. Examination boards are then required to follow the policy when 
they are setting grade boundaries for their own examinations. The term 
‘comparable outcomes’ deserves more attention here, since it permeates the 
standard setting process in England. As discussed in more detail by Taylor 
and Opposs in Chapter 6, Ofqual’s comparable outcomes approach is 
based on the assumption that if the cohort taking the examinations this 
year is similar in size, background and experiences to last year’s cohort, 
then results should be similar. According to Newton (2011), Ofqual’s 
assumption that student outcomes should be comparable over the years 
has long been championed by English examination boards and is used as a 
‘rule-of-thumb’ that shapes the sources of evidence and methods used in the 
awarding process (Newton, 2011: 23). 
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The sources of evidence and their use in the standard setting process 
in England are specified in Ofqual’s now-obsolete Code of Practice (2011). 
Distinguishing between quantitative and qualitative evidence, the Code of 
Practice states that ‘certain types of evidence will be more appropriate when 
maintaining qualification standards over time than when setting standards 
in a new qualification’ (p. 40). While quantitative and qualitative evidence 
might be weighted differently depending on the subject, both types of 
evidence are considered, which makes the standard setting process in England 
a mixed methods design. As Taylor and Opposs point out in Chapter 6, the 
2011 Code of Practice has been withdrawn and the examination boards 
are no longer required by Ofqual to abide by it. However, they still tend to 
follow the procedures described in the Code and use both quantitative and 
qualitative evidence when maintaining standards.

How quantitative and qualitative data are used in scientific research is 
explained by Tashakkori and Teddlie (2010). Mixed methods are therefore 
often employed when both validity and credibility are sought, as is the case 
with setting examination standards. 

Five design elements are important when considering how data 
or sources of evidence are combined in mixed method designs (based 
on Tashakkori and Teddlie, 2010). Figure 4.1 below shows these design 
elements as applied to the example of A level examinations in England. 

1)	 Which theoretical drive underlies the design? 
	 The theoretical drive defines the research design. It is concerned with 

the logical reasoning and necessary evidence to support that reasoning. 
If the main theoretical drive is inductive, the research design is usually 
more qualitative. If the main theoretical drive is deductive, the design is 
usually more quantitative. 

2)	 What is the core component (major method for collecting data)? 
	 Depending on the theoretical drive, evidence/data would either be 

collected using quantitative or qualitative methods. Quantitative 
methods use statistics and require a large quantity of numerical data. 
Qualitative methods often use smaller sample sizes and are frequently 
employed to increase the depth of analysis. 

3)	 What is the supplemental component (additional data collection  
method)? 

	 It is possible to have the same kind of method (qualitative or quantitative) 
in both the core and supplemental components. This can occur when 
different types of quantitative or qualitative data are used or when one 
source uses micro data and is combined with macro data of the same 
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kind. However, it is more common to supplement the core component 
with the alternative method. 

4)	 What is the order in which the two components are used for data 
collection? 

	 Research designs can be simultaneous or sequential: simultaneous 
designs are those in which both components are considered side by side; 
sequential designs are usually used when one component builds on the 
previous component. 

5)	 What is the point of interface at which the components’ results are 
combined? 

	 If the supplemental component’s results are included in the analysis 
stage of the core component, it is called an analytic point of interface. 
If the two components are consolidated at the stage of presenting the 
results it is called a results point of interface. 

Figure 4.1 also shows how England’s A level standard setting process 
can be interpreted as a mixed methods design with a quantitative core 
component and a qualitative supplemental component. The theoretical 
drive underlying the design is the comparable outcomes approach based on 
the premise that, all other things being equal, outcomes should be similar 
across different cohorts. The core component is quantitative, as statistical 
evidence is more heavily weighted in England’s standard setting process 
(at least when there is a sufficiently large number of students to provide 
reliable statistical predictions). Qualitative evidence, such as students’ 
responses to examination questions or to school-based assessment tasks 
and the awarders’ judgements of those responses, is used to support 
the statistical data. The design is simultaneous as both quantitative and 
qualitative evidence is used and combined in each stage of the process. The 
standard setting process has an analytic point of interface, as the two kinds 
of evidence are simultaneously considered at each stage. 

The next part of this chapter will turn to other jurisdictions involved 
in the Setting Standards Project, discussing which methods they each use 
when setting standards. 

Examples of standard setting in different jurisdictions
The Standards Setting Project involved 12 jurisdictions, each of which uses 
and combines methods differently when setting standards. In this section 
we provide short summaries of those standard setting processes. The 
examination systems in nine of the jurisdictions also feature in Part Two of 
this volume as case studies. 
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Figure 4.1: England’s A level standard setting process

The summaries are based on data provided by the participants in the project 
from each of those jurisdictions. In the paragraphs that follow we have 
tried to classify how jurisdictions combine sources of evidence in their 
standard setting processes. The core component is written in upper-case 
letters (QUAN or QUAL) and the supplemental component in lower-case 
letters (quan or qual). The upper-case designation comes first unless the 
sequencing of the process has the supplemental component first. 

In 8 of the 12 jurisdictions, one key intention of the standard setting 
process employed is to maintain over time the performance standards of 
the grades. A student given a grade A based on the 2018 examinations 
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should be showing broadly the same level of performance as a student 
awarded a grade A in 2017. The eight systems use letter or number grades 
to report results. England, France, Hong Kong, Ireland and South Africa 
each use aggregate methods to set standards – evidence from the quality 
of examinees’ responses or examinees’ marks from a whole examination 
paper playing an important part. Sweden and Queensland rely on teachers’ 
judgements of their students’ work to determine grades. The Advanced 
Placement examinations in the US use a modified Angoff technique to set 
standards – an atomistic method.

Hong Kong
The standards setting process used in Hong Kong’s Diploma of Secondary 
Education Examination is described as being standards-referenced reporting. 
Standards-referenced reporting aims to report students’ results against a 
set of prescribed levels of achievement based on typical performances of 
candidates at those levels. The results are expressed in terms of five pass 
levels from 5 (the highest) to 1. At the top, Grade 5 is divided. The best 
10 per cent of Grade 5 performances are awarded a 5**, and the next 30 
per cent a 5*. Descriptors explain what the typical candidate performing at 
each level is able to do. These descriptors are important reference sources 
for subject experts to make judgements when setting standards (known as 
grading). 

The performance standards of levels 5 to 1 of the four core subjects 
(Chinese language, English language, mathematics and liberal studies) were 
set in the first year of the examinations (2012) using expert judgement. 
The standards have been maintained in the years since 2013 using various 
statistical data and reference to candidates’ current and past levels of 
performance as well as expert judgement. In particular, a monitoring test 
for the four core subjects is carried out each year and a Rasch model is used 
to produce recommendations for cut scores for the consideration of the 
expert panels.

The standards setting process in use aims to ensure that no single 
factor or subject expert can predominate in the decision making, and 
the standards can be maintained and held constant without any ‘grade 
inflation’ over time. This is a mixed methods design as it uses both statistical 
predictions and expert judgements of students’ work. The core component 
here is quantitative evidence; the supplemental component is qualitative 
evidence (QUANqual).
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England
In England’s A levels, the six pass grades that students can achieve are A* 
(the highest) through A to E (for further information about this system, see 
Chapter 6). The basic principle behind the standards maintaining process 
(known as awarding) is to retain from year to year the level of performance 
at a grade boundary mark. To help achieve this, the examination boards 
draw on both statistical and judgemental techniques. The key statistic 
used at the awarding meeting is a prediction based on prior attainment. 
The predictions map the relationship between prior attainment and A 
level outcomes for students taking each subject in a reference year. The 
examination boards use this relationship to predict the outcomes for the 
current cohort of students based on their prior attainment. If the prior 
attainment of the current cohort remains similar to that of the previous 
cohort, then the outcomes would be expected to be similar. 

The awarders – senior examiners – scrutinize the students’ examination 
work (called scripts) around the predicted grade boundary marks (cut 
scores), comparing them with the quality of scripts from the same grade 
boundaries from the previous year (called archive scripts), before using their 
judgement to recommend the grade boundary marks which are then applied 
to all students. As described in Figure 4.1, this is a mixed methods design 
using both statistical predictions and expert judgements of students’ work 
(QUANqual). 

So in England and Hong Kong, the cut scores are adjusted from 
year to year with the aim of ensuring that the standard of performance 
associated with each grade remains consistent over time. Ireland’s Leaving 
Certificate and South Africa’s National Senior Certificate achieve the same 
aim through a different approach.

Ireland
The State Examination Commission (SEC) in Ireland describes its Leaving 
Certificate examination as attainment-referenced (further information 
about the Irish system is given in Chapter 9). Since 2017 it has used a grade 
scale running from 1 (the highest grade) to 8. Each grade corresponds in a 
predetermined way to a percentage range of the marks obtained. So a grade 
4, for example, always relates to a mark range of 60–69 per cent.

The mark therefore determines the grade in a pre-ordained fashion 
that is fixed over time and across subjects. This poses considerable 
challenges for maintaining consistency in grading standards over time, 
since it is impossible to guarantee that a particular year’s examination 
questions will be identical in demand to those used in any other year. 
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To solve this problem, a standard setting process is embedded within the 
marking process. If there are indications that marking is producing a grade 
distribution considered inappropriate in the context of statistics from 
previous years and the levels of achievement being observed, adjustments 
to the mark schemes are used to achieve changes in the distribution of the 
raw marks and hence the grades. 

The linking process in Ireland uses fewer sources of information 
than is the case in the awarding process in England. Scripts from the same 
grade boundary from previous years are not generally used for comparison. 
The senior examiners make judgements of students’ work based on their 
knowledge and experience of examination standards. Changes to the 
size of the cohort are considered when evaluating the emerging grade 
distribution but prior attainment data are not available. The ‘similar cohort 
adage’ (Newton, 2011: 22) is a dominant influence; if the cohort is large, 
aligning grade boundary standards across different examinations can best 
be achieved by mainly using statistics. In Ireland, expert judgement is used 
as a check rather than as the main control. Again, this is a mixed methods 
design where the core component is quantitative – the use of statistics. The 
qualitative judgement of students’ work is the supplemental component 
(QUANqual). 

South Africa
South Africa’s National Senior Certificate adopts a similar approach to 
Ireland in maintaining grading standards over time (for further information 
about this system see Chapter 11). Results are reported on a scale running 
from 7 (the highest) to 1. Each grade corresponds in a predetermined way to 
a percentage range of the marks obtained. So a grade 6, for example, always 
relates to a mark range of 70–79 per cent.

Mark distributions for the current examination and the corresponding 
average distributions over a number of years are compared to determine the 
extent to which they correspond. If there is good correspondence, in terms 
of the mark distribution statistics and pass rates, then it can be accepted that 
the examinations were of equivalent standard and no changes are made. 

If there are significant differences, then attempts are made to 
ascertain the reasons for those differences. There may, for example, have 
been a clear change in the composition of the group of students taking a 
particular subject. In the absence of strong indications of valid reasons for 
differences, it is generally accepted that the differences are due to deviations 
in the demands of the examination or in the marking, and the marks are 
adjusted to compensate for these deviations. This is another mixed methods 
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design where the core component involves the use of statistics and the 
qualitative evidence in the form of subject reports, which are used only 
if the statistics show significant differences over time, is the supplemental 
component (QUANqual). 

France
In the baccalauréat in France, each subject uses the same marking scale, 
with marks from 0/20 up to 20/20 (with the possibility of half and quarter 
marks). To pass the baccalauréat a student must have a mark aggregate 
average of at least 10 out of 20. This is another examination system that 
aims to maintain the performance standard over time, and the mechanism 
for achieving that is embedded in the marking system. However, no 
statistical methods, such as those described in the examples above, are used 
in this mechanism (further information about the French baccalauréat is 
given in Chapter 7). 

A mark scheme (used in most but not all subjects) describes what 
mark should be allocated to different questions and the answers expected. 
For the subjects where no mark scheme is provided, the expectations are 
implicit and should be part of the professional expertise of the teachers. 

The other support provided to ensure that marking is accurate is the 
existence of commissions d’harmonisation, one for each subject. These are 
groups of experienced teachers and inspectors from the local level, who 
will join markers during the marking process in order to help adjust and, to 
some extent, standardize the marking. 

The baccalauréat does not appear to be a mixed methods design. 
There is no quantitative evidence used in the process at all. 

Sweden
In Sweden, students’ grades are determined by their teachers using different 
sources of evidence (for further information about the Swedish system, 
see Chapter 12). Typically, teachers use a type of portfolio-approach in 
which course work, teacher observations (notes) and national test scores 
are combined to give a composite grade. Individual teachers decide how to 
weight each element. The pass grades are on a scale running from A (the 
highest grade) to E.

The standard setting is a particularly important step in the 
development phase for the national tests since the cut scores are determined 
before the tests are administered. This is to prevent teachers interpreting test 
scores in a relative fashion.

Given the requirement for cut scores to be fixed before students take the 
tests and the inclusion in the tests of both dichotomously and polytomously 
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scored items, the modified Angoff method is used in establishing the cut 
scores. Whole cohort performance statistics that are so important to many 
systems are not available here. Instead, in the final stage of determining cut 
scores for the national tests, the Swedes use item data from field testing. The 
Swedish arrangements for Angoff standard setting follows the approach 
recommended in the literature except for one alteration: it does not include 
a separate step for the determination of performance level descriptors. For 
the parts in the Swedish and English tests where the students write essays, 
the common standard setting method is the bookmark method. 

The Swedish system is also a mixed methods design but the core 
component here is qualitative evidence – teachers’ judgements of their 
students’ work – and the supplemental component is quantitative evidence 
(QUALquan). 

US
The Advanced Placement (AP) examinations in the US also use a modified 
Angoff method to set performance standards. Results are reported on a 
scale running from 5 (the highest grade) to 1 (for further information about 
this system, see Chapter 13).

The AP standard setting process, in the meaning that phrase has in 
the psychometric literature, involves panel-based expert judgement. Once 
they have been trained in the process, the subject matter experts use their 
knowledge and experience to provide two rounds of ratings, but there is 
a wish to have some connection with student outcomes. As standards are 
set on the AP examinations after the students are assessed, data from that 
administration are used as impact data after the first round of judgements. 
This is another QUALquan mixed methods design for standard setting. 
After the performance standards have been set for an examination, they 
are maintained in subsequent years through equating without the use of 
qualitative judgements.

Queensland
In Queensland’s current system of externally moderated school-based 
assessment, all assessment is standards-based. Teachers make judgements 
about the quality of student achievement with reference to performance 
descriptions that describe how well students have achieved the objectives 
in syllabi. Within the syllabus for each subject, objectives are grouped 
by dimensions and presented in a standards matrix, which describes the 
standards for each dimension, expressed on a grading scale running from 
A (highest grade) to E. So this is not a mixed methods design as it uses 



71

What is standard setting? 

only qualitative evidence (for further information about this system, see 
Chapter 10).

In the reforms being introduced for students entering Year 11 in 2019, 
the assessment system will include external assessment. These comprise 
assessment tasks that are externally set and marked, focused on particular 
units or aspects of study. They are not necessarily terminal examinations 
assessing the full course of study. Final subject results for general subjects 
will be derived from a combination of three school-based assessments and 
one external assessment. The results across the four assessment tasks will 
not be scaled against one another but will instead be combined to provide 
an overall result. In this way, the assessment decisions of teachers will take 
priority over the results from external assessments. Final results in general 
subjects will be reported to students as a numerical result out of 100, with 
achievement of standards presented on an A to E scale. Queensland has a 
mixed methods design with the qualitative aspect predominating so can be 
described as QUALquan.

In 4 of the 12 case studies – Chile, South Korea, Victoria and 
Georgia – a more statistical approach is used. The maintenance over time 
of performance standards is not a primary concern. These systems typically 
use scale scores to report results.

Chile
The results of each administration of Chile’s University Selection Test (PSU) 
are cohort-referenced (for further information about the PSU system, see 
Chapter 5). The PSU comprises four examinations with 80 multiple choice 
questions in each. The different forms of the examinations are equated 
and the final score estimated using the number of correct responses per 
student. The mark distribution is then normalized so that it has a mean 
of 500 points and a standard deviation of 110. For the normalization, the 
minimum and maximum score a student can obtain are set to 150 and 850 
points, respectively.

Scores are not strictly comparable over time. Each year, each 
university uses its own criteria and experience to set the minimum scores 
required in its selection process. This does not appear to be a mixed methods 
design as no qualitative evidence is used in the process. 

South Korea
In South Korea’s College Scholastic Ability Test (CSAT), all subjects except 
two are cohort-referenced. Three results are reported for each subject: a 
standard score, a percentile rank and a level.
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The standard score is calculated using a linear transformation method. 
Language arts, mathematics and English have a mean of 100, a standard 
deviation of 20 and a range of 0–200. Other subjects use a mean of 50, a 
standard deviation of 10 and a range of 0–100. The percentile rank indicates 
the percentage of students who fall below the midpoint of the given score 
interval. Levels, ranging from 1 (the highest) to 9, are determined based on 
students’ standard score. So the top 4 per cent of students are in level 1, the 
next 7 per cent in level 2, the next 12 per cent in level 3 and so on.

CSAT is cohort-referenced, and no equating process is used to link 
the results from different examinations although test developers do try to 
maintain the same mean and standard deviation for each test over time. 
As with Chile, this does not appear to be a mixed methods design as only 
quantitative evidence is used in the process.

Victoria 
Victoria’s Certificate of Education (VCE) produces two reported outcomes 
for each individual student. One is a Study Score and the other is a letter 
grade. With respect to standard setting processes, these two reported 
outcomes are treated quite differently, though both share normative 
underpinnings. 

Each VCE study (or subject) consists of up to four units, with each 
unit nominally delivered over one semester. Units 1 and 2 are usually 
undertaken in the penultimate year of senior secondary schooling and need 
not be taken in sequence. In the final year of a given study, Units 3 and 4 are 
undertaken in sequence. Study Scores, which are the final subject results for 
each Unit 3 and 4 sequence, are calculated by ranking students on the basis 
of their graded assessment scores from these two units. These rankings are 
then converted into a normal distribution of scores with a mean of 30 and 
a standard deviation of 7, truncated to range from 0 to 50. The standards 
associated with certain subject results are not immediately comparable 
with results for other cohorts in other subjects or in the same subject in 
other calendar years. Nevertheless, the assessment system that underpins 
the VCE is based upon the core assumption that student achievement is 
normally distributed to a greater or lesser degree; hence, within each study 
the students’ results are more or less similarly distributed. This is another 
process that uses only quantitative evidence. Study Scores have greater 
status being the final subject result for each student, whereas letter grades 
assume a more descriptive role in student reporting.
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Georgia
In Georgia’s Unified National Examinations (UNE) all students take three 
mandatory examinations: Georgian language, a foreign language and a 
general aptitude test (GAT). Some students also take an additional field-
specific examination (further information about the system in Georgia is 
described in Chapter 8).

After scoring is complete, raw scores are converted into the scaled 
scores that are reported. As there are usually multiple versions of each 
examination, scores across different versions of the same examination are 
first equated using percentile rankings. Then the scores are standardized 
to make different subject examinations comparable using the mean scores 
of each subject examination. Passing scores in all examinations are set 
just above the score an applicant would obtain by guessing closed-ended 
question responses randomly. Again, this is a process that uses only 
quantitative evidence. 

Kane’s view given earlier in this chapter is that standard setting 
involves the development of policy statements about how good is good 
enough (Kane, 2017). The case study chapters that follow present various 
understandings and operationalizations of good enough. Chapter 15 of this 
volume will then discuss in more detail why and how the concept of good 
enough is highly context specific and constantly evolving. 

Conclusion 
In this chapter we have built on the different meanings of standards found in 
the academic literature and how they relate to the definitions underlying the 
examination systems in different jurisdictions as described in Chapter 14. 
We have explained some of the meanings of the word standards and defined 
standard setting in a broad way to encompass any process where raw marks 
are converted into reported outcomes such as grades or scaled scores. We 
have then briefly described some commonly used standard setting methods, 
providing references for others. Ways of categorizing those standard setting 
systems have also been considered.

We have explained that most standard setting methods combine 
quantitative and qualitative sources of evidence. For the first time we 
have related that to the social science literature on mixed methods design. 
That allowed us, when describing the standard setting methods used in 12 
different systems around the world, to categorize each of those systems in 
terms of the type of evidence they use to make standard setting decisions 
(see Table 4.3). 
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Table 4.3: Standard setting designs in 12 jurisdictions

Quantitative core component with a qualitative 
supplemental component (QUANqual mixed 
methods design)

England 
Hong Kong 
Ireland 
South Africa  

Only quantitative evidence Chile 
Georgia 
South Korea 
Victoria 

Qualitative core component with a quantitative 
supplemental component (QUALquan mixed 
methods design)

Queensland 
Sweden
US AP 

Only qualitative evidence France

Part Two of this volume offers a more detailed discussion and insider 
perspective on standard setting systems around the world. 

References 
Christie, T. and Forrest, G.M. (1981) Defining Public Examination Standards 

(Schools Council Research Studies). Basingstoke: Macmillan Education.
Cizek, G.J. (1993) ‘Reconsidering standards and criteria’. Journal of Educational 

Measurement, 30 (2), 93–106.
Cizek, G.J. and Bunch, M.B. (2007) Standard Setting: A guide to establishing 

and evaluating performance standards on tests. Thousand Oaks, CA: SAGE 
Publications.

Cizek, G.J. (ed.) (2012) Setting Performance Standards: Foundations, methods, 
and innovations. 2nd ed. New York: Routledge.

Creswell, J.W. (2009) Research Design: Qualitative, quantitative, and mixed 
methods approaches. 3rd ed. Thousand Oaks, CA: SAGE Publications.

Glaser, R. (1994) ‘Instructional technology and the measurement of learning 
outcomes: Some questions’. Educational Measurement: Issues and Practice, 
13 (4), 6–8.

Hambleton, R.K. and Pitoniak, M.J. (2006) ‘Setting performance standards’. 
In Brennan, R.L. (ed.) Educational Measurement. 4th ed. Westport, CT: 
Praeger, 433–70.

Hambleton, R.K., Pitoniak, M.J. and Copella, J.M. (2012) ‘Essential steps in 
setting performance standards on educational tests and strategies for assessing 
the reliability of results’. In Cizek, G.J. (ed.) Setting Performance Standards: 
Foundations, methods, and innovations. New York: Routledge, 47–76.

Holland, P.W. and Dorans, N.J. (2006) ‘Linking and equating’. In Brennan, R.L. 
(ed.) Educational Measurement. 4th ed. Westport, CT: Praeger, 187–220.

Jaeger, R.M. (1989) ‘Certification of student competence’. In Linn, R.L. (ed.) 
Educational Measurement. 3rd ed. New York: American Council on Education/
Macmillan, 485–514.



75

What is standard setting? 

Kane, M. (1994) ‘Examinee-centered vs. task-centered standard setting’. Paper 
presented at the Joint Conference on Standard Setting for Large-Scale 
Assessments, Washington, DC.

Kane, M. (2017) ‘Using empirical results to validate performance standards’. In 
Blömeke, S. and Gustafsson, J.-E. (eds) Standard Setting in Education: The 
Nordic countries in an international perspective. Cham: Springer, 11–29.

Kingston, N.M. and Tiemann, G.C. (2012) ‘Setting performance standards on 
complex assessments: The body of work method’. In Cizek, G.J. (ed.) Setting 
Performance Standards: Foundations, methods, and innovations. 2nd ed. 
New York: Routledge, 201–24.

Kolen, M.J. (2006) ‘Scaling and Norming’. In Brennan, R.L. (ed) Educational 
Measurement. 4th ed. Westport, CT: Praeger, 155–86.

Linn, R.L. (2003) ‘Performance standards: Utility for different uses of assessments’. 
Education Policy Analysis Archives, 11, 31. Online. https://goo.gl/FdvgaJ 
(accessed 8 June 2018).

McGaw, B., Gipps, C. and Godber, R. (2004) Examination Standards: Report 
of the independent committee to QCA. London: QCA. Online. https://goo.gl/
qSxMWM (accessed 8 June 2018).

Mehrens, W.A. and Cizek, G.J. (2001) ‘Standard setting and the public good: 
Benefits accrued and anticipated’. In Cizek, G.J. (ed.) Setting Performance 
Standards: Concepts, methods, and perspectives. Mahwah, NJ: Lawrence 
Erlbaum Associates, 477–85.

Morse, J. (2010) ‘Procedures and practice of mixed method design: Maintaining 
control, rigor, and complexity’. In Tashakkori, A. and Teddlie, C. (eds) SAGE 
Handbook of Mixed Methods in Social and Behavioral Research. 2nd ed. 
Thousand Oaks, CA: SAGE Publications, 339–52.

Newton, P.E. (2000) Maintaining Standards over Time in National Curriculum 
English and Science Tests at Key Stage Two: A report for the Qualifications and 
Curriculum Authority. Slough: NFER. Online. https://goo.gl/EAAvPf (accessed 
8 June 2018).

Newton, P.E. (2005) ‘Examination standards and the limits of linking’. Assessment 
in Education: Principles, Policy & Practice, 12 (2), 105–23.

Newton, P.E. (2011) ‘A level pass rates and the enduring myth of norm-
referencing’. Research Matters, Special Issue 2, 20–6.

Office of Qualifications and Examination Regulation (2011) GCSE, GCE, 
Principal Learning and Project Code of Practice. Coventry: Ofqual. Online. 
www.gov.uk/government/publications/gcse-gce-principal-learning-and-project-
code-of-practice (accessed 7 August 2018).

Punch, K. (2005) Introduction to Social Research: Quantitative and qualitative 
approaches. 2nd ed. London: SAGE Publications.

Ridenour, C. and Newman, I. (2008) Mixed Methods Research: Exploring the 
interactive continuum. Carbondale, IL: SIU Press.

Robinson, C. (2007) ‘Awarding examination grades: Current processes and their 
evolution’. In Newton, P.E., Baird, J., Goldstein, H., Patrick, H. and Tymms, P. 
(eds) Techniques for Monitoring the Comparability of Examination Standards. 
London: Qualifications and Curriculum Authority, 97–123. Online. https://goo.
gl/rSVQgr (accessed 8 June 2018).



Dennis Opposs and Kristine Gorgen

76

Tashakkori, A. and Teddlie, C. (eds) (2010) SAGE Handbook of Mixed Methods 
in Social and Behavioral Research. 2nd ed. Thousand Oaks, CA: SAGE 
Publications.

Thorndike, R., Angoff, W. and Lindquist, E. (1971) Educational Measurement. 
2nd ed. Washington, DC: American Council on Education.

Wiliam, D. (1996) ‘Standards in examinations: A matter of trust?’. Curriculum 
Journal, 7 (3), 293–306.

Yen, W.M. and Fitzpatrick, A.R. (2006) ‘Item response theory’. In Brennan, R.L. 
(ed.) Educational Measurement. 4th ed. Westport, CT: Praeger, 111–53.



77

Case studies

2Part Two
Case studies



78

Chapter 5

Standard setting in Chile: 
The Prueba de Selección 
Universitaria
Alejandra Osses and María Leonor Varas 

Introduction
Chile is a republic located on the south-west coast of South America. The 
country is divided into 15 regions, all dependent on a centralized government 
with its headquarters in Chile’s capital, Santiago. According to a 2012 
census, the country’s population is approximately 17 million (INE, 2016).

The Chilean education system comprises 12 years of compulsory 
education: eight years of primary and four years of secondary education. A 
law passed in 2009 reorganized the length of each education cycle, assigning 
six years for each of them. The new organization has been operating since 
2017. Children traditionally start school at the age of six or seven years old. 
The net enrolment rates in primary and secondary education are 95 per cent 
and 92 per cent, respectively (Centro de Estudios MINEDUC, 2013a). 

At the end of Grade 10 (second year of secondary education) students 
can choose between the general and the vocational education tracks (GE 
and VE hereafter). GE is the pathway usually associated with university 
studies, while VE focuses on providing technical qualifications that serve 
either for further technical studies or the labour market. While the curricula 
in these two tracks share certain characteristics, the VE focuses more on 
providing qualifications in some specific technical areas, such as agriculture 
or industry. The enrolment in these two tracks is fairly balanced: while 
55 per cent of students attend classrooms that follow the GE curriculum, 
45 per cent attend classrooms where the VE curriculum is in place (Centro 
de Estudios MINEDUC, 2012).

In Chile, students are assessed often during their school life. For 2016, 
the assessment calendar issued by the Agency for the Quality of Education 
included learning assessments for all students enrolled in Grades 4, 6 and 
10 in the subjects of reading, writing, maths, natural sciences and social 
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sciences. The assessment plan ensures that students are tested at least three 
times during their school career.

At the end of compulsory education, usually at the age of 17 or 18, 
students obtain their secondary education certificate provided they have 
achieved the grades required for this purpose. Therefore, there is no additional 
test at the end of schooling. Secondary education net graduation rate is 
estimated at around 83 per cent (Centro de Estudios MINEDUC, 2013a).

At the end of secondary education, students can either continue 
towards tertiary education, in a university or a vocational education centre, 
or enter the labour market. The net enrolment rate in tertiary education 
for young people aged 19 is 40 per cent, and 45 per cent for those aged 20 
(Centro de Estudios MINEDUC, 2013a). 

In Chile, university academic degrees are four to seven years long, 
whereas vocational education programmes range from two to four years. 
Of the 65 universities existing in the country, 36 require a university entry 
test: the University Selection Test (PSU – the Spanish acronym for Prueba 
de Selección Universitaria). None of the 136 VE centres in the country use 
the PSU assessment as an entry requirement.

The PSU is a battery of assessments in key subjects used for 
university selection purposes in the Integrated Admission System (SUA – 
the Spanish acronym for Sistema Único de Admisión). The SUA is under the 
administration of the Council of Rectors of Chilean Universities (CRUCH – 
the Spanish acronym for Consejo de Rectores de las Universidades Chilenas), 
a group that takes all formal and administrative decisions related to 
university admissions, including fundamental decisions concerning the PSU. 

CRUCH
Two public and six private universities formed CRUCH in 1954. In 1981, 
under Pinochet’s dictatorship the regional branches of the two public 
universities extant in Chile at the time were divided into eight public regional 
universities. That same year, six other public universities were created, all of 
which were admitted into CRUCH. In 1991, three private universities were 
created from the regional branches of one of the private university members 
of CRUCH. Finally, in 2016 two more public universities were created. 
Currently, 27 universities form CRUCH.

The Ministry of Education (MoE) chairs CRUCH but in practice has 
no power over its decisions and does not intervene in SUA’s management. 
However, it played a significant role in the inception of the PSU by strongly 
pushing the idea that the test should assess the secondary education 
curriculum. 
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The CRUCH administers the SUA and all its members require the 
PSU for entry purposes. Since its introduction, CRUCH has delegated the 
responsibility of developing and administering the PSU to the Department 
of Educational Measurement, Assessment and Registry (DEMRE) of the 
University of Chile.

There are also nine additional institutions participating in SUA that 
are not members of CRUCH and have no decision-making powers on 
how the test is organized or managed. These nine universities are private 
and were founded mostly in the 1980s when the dictatorship government 
strongly promoted the proliferation of private institutions in all education 
levels (primary, secondary and tertiary). A few of them were created during 
the 1990s. 

Eight of these universities entered the SUA in 2011, after an open 
invitation from CRUCH to all private universities in response to their 
criticisms for obstructing their work by delaying the publication of PSU 
results. Another one entered in 2016. The invitation extended by CRUCH 
did not include membership to the council but only the possibility of 
participating in the admission system. The differences in terms of public 
funding, which only apply for CRUCH universities, did not modify in 
structure due to the enlargement of the SUA.

The PSU
The PSU was introduced in the 2004 University Admission Process and came 
to replace the previous university admission exam, the Academic Aptitude 
Test (PAA – the Spanish acronym for Prueba de Aptitud Académica), which 
by that time had been in place for 37 years (Universidad de Chile, 2016). The 
PAA had three mandatory tests focused on general ability: verbal language, 
mathematics and Chilean history. (Initially there were only two mandatory 
tests: language and mathematics. The knowledge-oriented Chilean history 
and geography test was introduced as mandatory by the dictatorial 
government in 1984.) Another five tests were content-knowledge-oriented 
and served to provide more information for selection into specific academic 
programmes such as engineering, medicine or the sciences. 

In 2000, the MoE convened a committee to re-evaluate the purpose 
and assessment framework of the admission tests. The authority needed 
to collect evidence to support the introduction of a curriculum reform 
introduced to secondary education in the late 1990s (Koljatic and Silva, 
2006). The educational reform introduced in Chile during that decade was 
the first reform after the end of the dictatorship (which ended peacefully in 
1990, after a referendum in 1988 and a presidential election in 1989), at a 
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period known as ‘transition to democracy’. Because of its timing, the reform 
was viewed as the symbol of the returned democracy, as an opportunity to 
modernize the country after 25 years of social oppression and segregation 
and as a gateway to the new century (García Huidobro, 1999).

After an agreement reached between the Ministry and CRUCH, the 
PAA was abolished and replaced by PSU. The new battery of assessments 
comprised four tests from which individuals should take at least three. The 
language and communication and the mathematics tests are mandatory for 
every applicant. Individuals should then choose at least one of the other two 
assessments: the history, geography and social sciences test and the sciences 
test. The PSU battery of tests had a new focus – the curriculum. As defined 
by CRUCH and the Ministry of Education, the PSU’s purpose is to assess 
the extent to which students have acquired the knowledge defined in the 
secondary education curriculum and select applicants for university (Cox, 
2005; Koljatic and Silva, 2006; Pizarro, 2001). 

The argument for replacing the PAA was that because the new 
assessment was curriculum based it would promote equity. The PAA was 
perceived as measuring something abstract – general abilities – that could 
be more closely related to socio-economic characteristics than to learning 
achievement. However, after 13 years of using the PSU, evidence shows 
that the gap between students coming from low and high socio-economic 
backgrounds has increased (Koljatic et al., 2013). The main hypothesis for 
this problem relates to the PSU’s curriculum orientation and the fact that 
the test assesses a large curriculum – therefore, a large amount of content. 

In Chile, a highly segregated country in terms of socio-economic 
status, students from disadvantaged contexts tend to cluster together in the 
same schools – usually public (Valenzuela et al., 2013). According to evidence 
from the Ministry of Education (Centro de Estudios MINEDUC, 2013b), 
public schools cover only 67 per cent and 70 per cent of the mathematics 
and language curricula, respectively, in Grade 12. In contrast, private 
schools reach 85 per cent of coverage for these two subjects. Therefore, 
students who graduate from some schools struggle to demonstrate their 
knowledge when facing a test assessing a part of a curriculum that they have 
not had the chance to learn.

To maintain a sense of comparability between PAA and PSU scores, 
the new test used the same approach to obtain final scores for each test 
(explained in the next section). In strict technical terms, PAA and PSU 
scores are not comparable because the tests measure different constructs 
(Coe, 2010). However, the attainment in both assessments can be 
compared following Newton’s terminology of predictive comparability 
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perspective (2010); similarly graded students are thought to have a similar 
likelihood of future success.

All individuals wanting to apply for the universities requiring this 
assessment take the PSU. Therefore, the test is available for all individuals 
who have a secondary education certificate, regardless of their age. In the 
2017 admission process, around 260,000 individuals took the PSU; of those, 
72 per cent graduated from secondary school that same academic year. 
The remainder corresponds to individuals who graduated from secondary 
education in previous years. 

Academic programmes have their own criteria to define a minimum 
average score that individuals should reach in the two mandatory tests 
(language and mathematics) in order to be eligible to submit an application. 
This minimum average score varies between programmes and universities 
but is not lower than 450 points – a score that could be considered as a cut 
score representing pass or fail. 

The assessment process
The description below applies for the PSU from 2014 to the present time.

Nature of PSU assessments
The PSU is a battery of four paper and pencil tests, each with 80 multiple 
choice questions. Tests in language, mathematics, history, geography and 
social sciences and sciences assess the content of the secondary education 
curriculum. Table 5.1 presents test administration time for each assessment. 

Table 5.1: PSU tests length

Test Administration time
Language 2 hours 30 minutes

Mathematics 2 hours 45 minutes
History, Geography and Social Sciences 2 hours 30 minutes

Sciences 2 hours 55 minutes

The four tests are administered once a year at the end of the academic 
calendar (late November or early December) over two consecutive days. 

After test administration, all test material returns to DEMRE for data 
processing and analysis. Once all response sheets are digitalized, DEMRE’s 
analysis team evaluates the psychometric characteristics of test items and 
equates the different forms. The final score is estimated using the number 
of correct responses per person and a normalization of this distribution to 
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have a mean of 500 points and a standard deviation of 110 points. For the 
normalization, the minimum and maximum scores an individual can obtain 
are set to 150 and 850 points, respectively – the only difference between 
PSU and PAA scores is that the latter could range from 200 to 800 points.

PSU results are published on DEMRE’s website 26 calendar days after 
the administration of the assessment. PSU results are private information; 
all individuals participating in the test-taking process have an account with 
a personal password to access their information.

Examinations
Since its introduction, CRUCH delegated the development, administration 
and analysis of the PSU to DEMRE, a technical department at the University 
of Chile. The University of Chile is the forefather of selection processes for 
entrance to higher education in Chile: its first oral exam (the Baccalaureate) 
for admission purposes was developed in 1850. Then, the test evolved into 
a set of different tests comprising items with open responses and essays. In 
1966, when the growth in the number of applicants made the administration 
of tests comprising open responses and essays unfeasible, the University of 
Chile developed a standardized test – the PAA.

The University of Chile administered the first PAA in 1967 and, at 
the same time, offered the new test to the other seven universities extant 
in the country at the time (Universidad de Chile, 2016). The University of 
Chile was in charge of the entire process of defining the content, developing, 
administering and analysing the results of the test from 1967 to 2003. The 
University also processed all applications for universities within CRUCH 
and performed the selection of students for each institution. During this 
period, the university made available its technical and logistic capacity to 
the entire country and CRUCH members. 

However, in 2003, with the change of the PAA to the PSU, DEMRE 
lost its rights over the test and the authority to lead and propose test 
changes. Currently, DEMRE develops, administers and analyses the results 
but has little control over modifications that can be introduced to the tests. 
CRUCH (which is a non-technical body) keeps control of the decisions 
regarding the main aspects of the tests. Thus, aspects such as the assessment 
framework of the PSU (i.e. curriculum-oriented), the number of questions 
and their format and the number of parallel forms administered each year 
are handled by CRUCH. 

DEMRE follows strict quality assurance processes for ensuring the 
quality of the assessments administered each year. All items are developed 
and pre-tested in a sample of the target population at least a year before the 
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assessment. Before the pre-test at least two experts in each subject review 
the items.

DEMRE’s teams develop each test following a specification that 
complies with a distribution of contents and abilities similar to that 
observed in the secondary education curriculum. These specifications are 
made public each year, around seven months before the assessment dates. 
Once test forms are ready for final administration, at least five content-
specific experts and measurement experts provide feedback on the difficulty 
and pertinence of the tests. 

During test administration, test-takers are given the chance to make 
comments about items they may consider problematic from a content point 
of view. In each classroom where the test is being taken, test administrators 
keep track of all these comments in a specific document DEMRE has 
designated for this purpose. Once all the test material returns to DEMRE, 
response sheets are machine marked and all comments are reviewed and 
evaluated. DEMRE also reviews an item if there are many complaints about 
that item in the social media. 

If the result of this process reveals that an item has content problems 
or some kind of bias, the item is dropped from the analysis and from the 
calculation of scores for all individuals. If the item was only on some of 
the forms of the test, this elimination is considered during the equating 
of the different forms. Although all items go through a thorough review 
process, from time to time DEMRE finds problematic items that have to be 
eliminated from the calculation of scores.

Another reason to drop items from the calculation of scores is 
related to changes in their psychometric characteristics. Sometimes, 
items’ parameters change their psychometric behaviour between the pre-
test and the main administration. If an item is found to be too easy, too 
difficult or not having an acceptable discrimination parameter in the main 
administration, it is not considered in the calculation of scores. (An item is 
considered too easy when more than 90 per cent of the population provides 
a correct answer. In contrast, the item is considered too difficult when less 
than 10 per cent of the population provides a correct answer – 5 per cent 
in the case of mathematics items. The minimum coefficient accepted for the 
discrimination parameter is the 0.250 (biserial correlation).) This situation 
is unusual and affects only a few items each year. For illustration, in the 
2017 admission process, only one item was dropped – from the language 
and communication test.
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Standard setting process
Standard setting in the PSU
In terms of the development of the PSU tests, the standard setting process 
to ensure comparability of the assessments between years is performed at 
DEMRE. For this purpose DEMRE experts use specification tables that 
guide the test development process. The distribution of subject topics in 
these tables is kept stable over time, unless there is a major change in the 
curriculum. The last major adjustment was in 2009, when the curriculum 
of secondary education was modified. At that time, the specification tables 
were modified accordingly to maintain the alignment between the PSU and 
the curriculum.

To give meaning to PSU scores, there is no formal standard setting 
process either. Universities use their own criteria and experience to make 
all decisions regarding this matter. The fact that universities do not select 
individuals with an average score in mathematics and language tests lower 
than 450 points has no formal foundation. However, we could say that 
according to their experience 450 points is the minimum average score 
acceptable in the two mandatory tests for admitting students – an argument 
that could be interpreted as a standard setting process based on experience.

The results of each PSU administration are cohort-referenced. Scores 
are not comparable over time because every year individuals taking the test 
reconstruct the items in social media. With these reconstructions, most of 
the items are made public and it is impossible for DEMRE to repeat some of 
these over time in order to ensure valid comparisons of scores. The relative 
ranking of individuals can be compared over time using the percentile 
distribution in the scale of scores.

Considering that the mean score is 500 and the maximum score 
reaches 850 points, scores over 650 or 700 points in the tests are considered 
good enough for some academic programmes but insufficient for others. 
However, these appraisals are subjective and depend on how selective the 
academic programme is that the individual wants to pursue, the number of 
places offered and the number of applicants.

Standard setting in the university application process
University admission does not depend solely on PSU scores. Until 2012, 
selection depended on two factors: PSU scores and secondary education 
GPA. Since 2012, CRUCH includes a third selection factor to be taken 
into account in SUA – the GPA ranking score, which represents the relative 
position of the applicant in all the education contexts (schools) in which 
he or she pursues secondary studies. Within universities, each academic 



Alejandra Osses and María Leonor Varas

86

programme awards different weights to these three factors to calculate an 
application score. The combination of PSU scores should represent at least 
50 per cent of the application score.

Universities not only define a minimum average score applicants 
should obtain in the language and mathematics tests in order to be able 
to submit an application to their institution; they also set a minimum 
application score. This score is – according to their experience – the 
minimum standard acceptable to pursue studies in their programmes. 

In general, we could say that institutions assign weights to the selection 
factors and define these minimum scores according to the type of students 
they want to attract. For example, universities targeting disadvantaged 
students and concerned about implementing affirmative action would 
give less importance to PSU results and more weight to the ranking score. 
Selective universities, concerned with maintaining high academic standards, 
may prefer to assign more importance to PSU and require higher minimum 
application scores.

Table 5.2: Comparison of weights for the medicine programme 
application score between four universities, 2017 admission process

University
1 2 3 4

Weight of selection 
factors (in %)

GPA 10 20 15 10
Ranking 30 20 25 40
L&C 10 15 15 10
Maths 25 20 35 20
HG&SSc 0 0 0 0
Sciences 25 25 10 20

Minimum average between 
L&C and Maths tests requested 450 475 475 475
Minimum application score 
requested 600 600 500 600
Number of individuals selected 172 93 115 61
Maximum application score 
selected in 2017 836.00 828.80 834.80 795.20
Lower application score 
selected in 2017 786.20 796.75 767.90 782.10

Rank: ranking score; L&C: Language and Communication; HG&SSc: History, 
Geography and Social Sciences



87

Standard setting in Chile

Table 5.2 presents a real example of the weights assigned to the same 
academic programme in four different universities for the 2017 admission 
process (CRUCH, 2016). The example is a very selective programme – 
medicine. As we can observe, three of these universities assign 60 per cent 
of weight to the combination of PSU scores. University number 4 assigns the 
minimum allowed for PSU (50 per cent) and a significant percentage to the 
ranking score, looking to attract students who performed well compared to 
their schoolmates. 

Table 5.3: Additional admission criteria for teaching academic 
programmes

Year PSU criteria GPA 
Ranking Other criteria

2017

Average score 
of at least 
500 points in 
Language and 
Mathematics 
tests

or

Being in 
the top 
30% of 
students

or
•	 Graduate from an 

admission programme 
certified by the MoE

2020

Average score 
of at least 
525 points in 
Language and 
Mathematics 
tests

or

Being in 
the top 
20% of 
students

or

•	 Being in the top 40% 
of students in the GPA 
ranking AND obtain 
at least an average 
score of 500 points 
in Language and 
Mathematics tests

•	 Graduate from an 
admission programme 
certified by the MoE

2023

Average score 
of at least 
550 points in 
Language and 
Mathematics 
tests

or

Being in 
the top 
10% of 
students

or

•	 Being in the top 30% 
of students in the GPA 
ranking AND obtain 
at least an average 
score of 500 points 
in Language and 
Mathematics tests

•	 Graduate from an 
admission programme 
certified by the MoE

In 2016, the Ministry of Education introduced additional criteria for 
applicants to teach academic programmes in all universities in the country. 
These changes form part of a wider reform that seeks to improve the social 
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appraisal of the teaching profession for future generations. The additional 
criteria for admission to these academic programmes are described in 
Table 5.3 and are intended to promote the admission of high achieving 
students.

Applicants can apply to a maximum of ten academic programmes, 
ranking this selection according to their preferences. For each academic 
programme, individuals are ranked on their application score. Their 
selection depends on the position in this rank and the number of places 
offered in the academic programme. 

The selection process is performed using a ‘stable matching algorithm’ 
that ensures an optimal assignment for both applicants and academic 
institutions. David Gale and Lloyd Shapley first published this allocation 
mechanism in an abstract theoretical setting in the early 1960s (Gale and 
Shapley, 1962). In 2012, Alvin Roth and Lloyd Shapley were awarded the 
Nobel Prize in Economics for the development of this theory and its relevant 
applications in this field (Royal Swedish Academy of Sciences, 2012). It is 
very remarkable that the Chilean university selection process is one of the 
oldest, and most widely adopted, applications of this optimal procedure.

Political, public controversies and debates with the PSU
The origin of the public controversies surrounding the PSU can be situated, 
mainly, in the different modifications introduced to SUA over time. In the 
last decade, the admission system has been in need of adjustment due to the 
growth experienced in tertiary education access. In Chile, the number and 
variety of tertiary education institutions have increased significantly, and 
the lack of regulation of the sector has become a national issue. Only the 
most regulated portion of these institutions – those that are academically 
oriented – use the PSU.

The education reform currently under discussion in parliament ties 
the public funding of tertiary education to the regulation of admission 
procedures. The bill sent by the government proposes the use of an 
admission system for all tertiary education institutions that includes a 
variety of assessment instruments. These instruments should be designed 
according to the diversity of the institutions and programmes considered in 
this system – not just universities but also vocational education institutions. 

In this context, two urgent needs arise: the development of new 
instruments and the adjustment of the current admission tests. The ongoing 
discussion, which prefigures a new system with new tests that surpass the 
current criticisms, results in a loss of value of the PSU. This scenario is very 
delicate because new tests cannot be ready for use in less than four years. 
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The new instruments should assess the knowledge, skills and content-specific 
competencies of applicants coming from a wider variety of educational 
contexts. They should also meet the selection requirements of a wider 
variety of institutions, ranging from academically oriented universities to 
vocational schools. 

In the meantime, improvements to the PSU are urgently needed. In 
this debate, considerations should be given not only to the characteristics of 
the current tests for reproducing the inequity of an already highly segregated 
schooling system but also to those who have the power of modifying these 
characteristics.

As we mentioned earlier, the reproduction of social inequities 
increased when the PSU was introduced, presumably due to the curriculum-
oriented focus of the test. This behaviour contradicts the promises made by 
the authorities and the promoters of the PSU, who created the expectation 
that the new tests would promote equity, allowing the inclusion of a 
sector traditionally excluded from higher education: those coming from 
disadvantaged contexts (Koljatic and Silva, 2006; Koljatic et al., 2013).

The introduction of the PSU also meant giving important powers into 
the hands of CRUCH. This council, supported by the Chilean MoE, exerted 
a fierce defence of its decisions, disregarding any criticism or questioning. 
CRUCH and the government interpreted criticisms of the new tests as 
political attacks. Since the return to democracy in 1990, Chile invested a 
significant amount of financial resources (mostly coming from international 
loans) in developing and implementing a curricular reform. According to the 
authorities, the success of this reform should be reflected in an assessment 
such as the PSU. Therefore, the increasing socio-economic gaps in PSU 
results were a problem that the MoE and CRUCH chose to ignore. Due to 
their lack of reaction, the resistance grew and those against the new test are 
accumulating reliable research evidence to support their critical position 
(Koljatic and Silva, 2006; Koljatic et al., 2013; Larrañaga et al., 2014). 

While CRUCH presented evidence supporting the claim of stability or 
a small increase in the achievement gaps between different socio-economic 
groups, detractors of the PSU produced other findings. Differences between 
these two groups were not only at the methodological level. The PSU 
curriculum alignment reflects only a part of the curriculum – that of the GE 
track – ignoring the existence of an important part of the school population – 
the VE sector – whose curriculum does not offer the opportunity of learning 
the content assessed by the PSU. Thus, an important part of the studies 
developed by PSU supporters simply did not consider the VE population 
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when studying socio-economic gaps in achievement (CTA–CRUCH, 2009; 
Koljatic and Silva, 2006, 2013; Larrañaga et al., 2014).

CRUCH official studies estimated differences in achievement 
between private and public schools, adjusting differences by individual 
socio-economic status (measured by the monthly family income declared 
when registering to take the PSU). They concluded that achievement gaps 
did not increase over time (see Figure 5.1, Graph 1; CTA–CRUCH, 2009). 
However, that result does not consider the population who graduated from 
vocational schools, a fact that was not noted either in the report that made 
these results public. When including VE population in the analysis and 
using the same methodology of the CRUCH study, Silva and her colleagues 
(2016) demonstrate the increasing gap and the harm for VE students. In 
Figure 5.1, Graph 2 reveals the evidence masked by Graph 1. Seeing both 
graphs together, we can conclude that CRUCH’s claim of gaps being stable 
over time is not sustained.

Figure 5.1: PSU gaps between private and public school students, CRUCH 
study (Graph 1); PSU gaps between private and public school students, Silva 
(2016) (Graph 2)

Priv: private school; Pub: public school; GE: General Education track; VE: Vocational 
Education track. Adjusted scores refers to those obtained after controlling PSU 
results by student socio-economic level (measured by the monthly family income 
reported at the time of registering to take PSU).
Other criticisms of the PSU relate to the misuse of results. The MoE uses 
the PSU results to assign student scholarships and provide extra funding 
to those universities enrolling students with higher scores. Each year, 
the Ministry provides scholarships covering part of the annual fee to the 
students achieving the top score in any of the PSU tests – 850 points – and to 
students reaching the higher average score in the language and mathematics 
tests (MoE, n.d.). All graduates from schools receiving public funding and 
belonging to the 80 per cent of population with lower family income are 
eligible for the scholarships, if they reach the aforementioned score. 
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Until 2016, education institutions also received extra funding from 
the MoE for enrolling students among the 27,500 best scores in the PSU 
(known as Indirect Public Contribution). Until 2015, the available funding 
was around US$38,500,000 to be shared by universities or VE institutions. 
In 2016, this funding was reduced by 50 per cent due to the start of the free-
of-charge education policy for the 50 per cent of the population with lower 
family income and enrolled in universities. The reduction of the Indirect 
Public Contribution placed the MoE in a difficult situation because it meant 
a significant reduction of funding for some institutions. In fact, one initiated 
court actions.

The use of PSU scores to assign funding to institutions or scholarships 
is problematic, because there is no evidence supporting the validity of using 
results for this purpose.

Thirteen years after introducing the PSU, and two international 
audits that endorsed the main criticisms of the tests (Educational Testing 
Service, 2005; Pearson, 2013), both the system that created the PSU and 
the foundations of the tests have been weakened. In the definition of the 
twofold purpose of the PSU – provide evidence to support the curriculum 
reform and select applicants to university – there was a need to justify the 
introduction of a curricular reform, a point of inflection for the education 
sector after 17 years of dictatorship. This need of the government required 
adherence that stigmatized criticisms.

Chile’s current needs are of a different nature. In addition to the 
reform of tertiary education (which is being discussed in parliament), in 
the last two years the government has initiated a free access programme to 
universities and other tertiary education institutions for students coming 
from disadvantaged socio-economic backgrounds. The public funding 
for these students is tied to the use of objective and transparent selection 
processes. Therefore, even before the development of the new Common 
Admission System, considered in the bill proposed by the government, there 
is a current need to broaden the variety of tests and instruments. These need 
to be appropriate to meet the requirements of fair admission processes and 
target a more complex and diverse system and population. 

Although the parliamentary debate seems to have a long way to go 
before any consensus is reached, the need for changes to the PSU tests is 
now urgent. It seems that we have consensus about the need to reduce the 
curricular content assessed by the PSU, in order to ensure that all applicants 
had been exposed to them. 

Recent research conducted by DEMRE (Silva et al., 2016), reproduced 
a previous predictive validity study requested by CRUCH (Grau, 2016). In 
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the study, items measuring Grade 11 and 12 curriculum content (where 
GE and VE differ) were dropped from the analysis in the mathematics PSU 
test. The predictive validity study performed without these items shows that 
there is no loss of reliability or predictive validity with the reduced test, 
but a lower difficulty and a small reduction of the socio-economic gap in 
the results. In ongoing studies with the other PSU tests that DEMRE is 
currently developing, experts recommend a reduction of assessed curricular 
content and focus on relevant educational achievements instead of the 
current detailed curricular coverage (DEMRE, in development). These 
are important arguments to drive some urgent improvements of the PSU, 
related to fairness.

However, today’s problem is not only about fairness and students 
who are being assessed in a curriculum they have not had the opportunity 
to learn; the criticisms have gone beyond that point and focus on the lack of 
validity of using PSU results for university admission. 

For instance, an additional subgroup for which these results are not 
valid has been defined directly by the Ministry. The Programme of Support 
and Effective Access to Higher Education (Programmea de Acompañamiento 
y Acceso Efectivo a la Educación Superior in Spanish), an initiative of the 
MoE, defined different admission criteria for students participating in the 
programme. These criteria deliberately leave PSU results out of the selection 
algorithm, acknowledging a validity problem. Yet, the current criteria fail 
to generate unique assignments of students to academic programmes. In 
case of a ‘tie’ (two students with exactly the same values in the selection 
factors and applying to the same programme), the selection is solved by 
lottery instead of using academic criteria such as those provided by a test 
such as the PSU.

Universities also claim that PSU tests do not provide information 
on what students know and are able to do, arguing that students’ starting 
academic level is below what is expected. By focusing only on content 
knowledge, tests are not assessing individual skills on how to apply that 
knowledge in a university context. Since universities are not receiving 
information about the academic skills of their newly enrolled students, 
university curriculum and instruction is disjointed from students’ starting 
academic level. If the current tests do not provide the information required 
by universities as part of an admission system, there is also a lack of validity 
regarding their use for selection purposes.

In the context of a new four-year-long R&D project recently awarded 
to DEMRE, a battery of new instruments will be developed. The aim of 
these instruments will be the assessment of content specific competencies in 
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mathematics, language and science and general non-academic skills that are 
highly predictive of academic success. The MoE supports and participates 
in this project and is interested in the alignment of these new instruments 
with the fundamental competencies and skills promoted in the school 
curriculum and the non-academic skills promoted by the official school 
accountability policy. 

The R&D project is also interested in exploring the use of a written 
exam and the use of some constructed-response items. Currently, PSU 
uses multiple choice items because of the ease of marking and the limited 
timeframe set by CRUCH between test administration and publication 
of results (26 calendar days). However, there is an ongoing debate about 
the limitation of this kind of item to assess some crucial competencies and 
abilities needed in higher education, such as argumentation (McCurry and 
Orpwood, 2012; Soland et al., 2013).

These initial definitions and agreements for developing new 
instruments and new standards are, of course, preliminary. A complete 
research programme has to provide solid evidence about the behaviour of 
socio-economic gaps and the expected benefits of the innovations. There is 
an explicit design of the procedures to define, review, improve and update 
these standards. These new procedures consider the participation of a wide 
spectrum of stakeholders and the use of empirical evidence to support all 
decisions. From DEMRE we have promoted technical, social and political 
discussions that allow us to progress in this direction. We have sound 
reasons to be optimistic and we believe that we will see changes in the 
short-term future.
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The consequential dimension 
of validity in the Chilean 
University Entry Test
María Teresa Flórez Petour 

Chapter 5 by Alejandra Osses and María Leonor Varas constitutes a good 
summary of the main features of the Chilean university entry test (PSU). 
The authors also raise important issues around validity in connection with 
the purposes, constructs, predictability, potential socio-economic bias and 
lack of meaningfulness of items in these tests. Public controversies around 
the PSU, however, are only addressed to the extent that they involve the 
actors that have a direct influence in decision-making processes with regard 
to the test. There are other actors who are importantly affected by the PSU, 
and their consideration would also be relevant to the future development 
of a more valid selection system, especially since the introduction of 
consequences as an important dimension in validity studies (Messick, 1979; 
AERA et al., 2014).

Research in relation to the effects of the PSU in the work of teachers 
and schools is only incipient. A recent qualitative study by Gazmuri (2017) 
explores the effects of the test in teaching and learning in the area of history. 
Initial findings reveal a significant impact on teachers’ work: classrooms 
that are influenced by the test work with a more limited and basic range 
of skills, mainly memorization and application; activities are therefore 
less ambitious and focused on content-based materials aimed at training 
students to the test, to the detriment of group work or more challenging and 
complex tasks (Gazmuri, 2017). Similarly, Flórez Petour (2014) highlights 
how teachers experience role conflict in connection to this and other 
national testing systems, in terms of feelings of tension and contradiction 
between the need for covering all the content that constitutes the syllabus 
of the university entry test, and the relevance they attribute to other skills 
and attitudes that they believe students should develop for their future lives. 
In the highly competitive and market-oriented Chilean education system, 
schools that hold among their promises to parents that students will enter 
higher education are the ones that experience these consequences more 
strongly. At an individual level, competition and social differentiation of 
results are also connected to the possibilities of families who have access 
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to Preuniversitarios, a whole business area that has emerged in connection 
with the preparation for these tests in private training centres.

Among the changes that are proposed for the future of the PSU, 
thought should be given to its consequences and underlying pedagogies, 
including the development of further research around the effects of the test. 
Authenticity should be a central concern, in terms of designing tasks that 
are able to motivate the development of complex skills through meaningful, 
real-life, problem-centred activities that are not easy to train in a mechanistic 
fashion. In addition to this, the wider spectrum of stakeholders to be 
considered in the design of the new tests that Osses and Varas refer to should 
undoubtedly include teachers and students. These considerations would 
solve not only issues around the predictability of these tests in connection 
with future academic performance in higher education but would also 
allow schools to focus on what they deem relevant for the future lives of 
young people, independent of whether their plans include the aspiration to 
university studies. 
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Setting standards in the 
Chilean university entry test 
Francisco Javier Gil Llambías 

This work provides an excellent historical description of the changes in the 
system of access to Chilean universities in the past decades. It is very positive 
that the authors expose the strengths and weaknesses of the Integrated 
Admission System (SUA). The main strength of the SUA is that students 
from the most remote cities and towns can apply to one of the 1,897 courses 
offered by 39 universities located thousands of kilometres away, having 
taken the same battery of tests. It is also a strength that the Department 
of Evaluation, Measurement and Educational Registration (DEMRE) 
currently has a Development and Analysis Unit with the capacity to propose 
improvements to evaluation instruments, such as those summarized in this 
chapter. Likewise, it is a strength that the DEMRE has an internal control 
system that makes corruption cases virtually impossible.

However, the system contains serious weaknesses, some of which can 
be glimpsed in this chapter:

1.	 In the 1990s the Ministry of Education (MoE) decided to create a single 
test with two different purposes: (a) to select applicants for university 
vacancies and (b) to assess the extent to which students had acquired 
the knowledge defined in the secondary education curriculum. This 
decision increased the inequity of the system because public and private 
schools cover less than 70 per cent and near to 85 per cent of the official 
curriculum, respectively, in Grade 12.

2.	 From 1981 until 2016 education institutions received annually extra 
funding of around US$38,500,000 from the MoE for enrolling students 
among the 27,500 best scorers in the PAA/PSU (known as Indirect 
Public Contribution – AFI). With the objective of optimizing the income 
of AFI, universities raised the weighting of the PAA, causing the most 
harm to students on applied programmes in state schools, where the 
poorest students study. Moreover, state scholarships are assigned only 
to students who surpass certain minimums of PSU. For example, the 
scholarship to study education requires a minimum score of 600 PSU 
points, which 99 per cent of the students who graduated in 2016 from 
technical high schools – where the poorest students study – did not 
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reach. Thus, the PSU is used to prevent the poorest students studying 
pedagogy.

Fortunately, since 2012, the CRUCH (Council of Rectors of Chilean 
Universities) included a third selection factor to be taken into account in 
SUA: the GPA ranking score. This new factor lowered the weight of the 
PSU from 71 per cent to 60 per cent, between 2012 and 2017. The gaps 
between the average of PSU scores and the GPA ranking of the 2016 cohort 
of students who graduated from private and state schools were 137 and 22 
points, respectively. On the other hand, studies have shown that the GPA 
ranking better predicts academic behaviour than the PSU, especially after 
the first year of university studies. Since 2014, 29 CRUCH universities have 
offered special places to students with a GPA ranking higher than 702 (the 
top 15 per cent of students) exempted from the PSU score, who graduated 
in the 456 poorest schools of Chile.

The GPA ranking and the new tests developed by the Development 
and Analysis Unit of DEMRE are reasons to be optimistic, and we believe 
that we will see changes in the short-term future.
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Chapter 6

Standard setting in 
England: A levels
Rachel Taylor and Dennis Opposs

Introduction
England is one of the four nations of the United Kingdom (UK). It is located 
to the west of continental Europe and comprises the central and southern 
part of the island of Great Britain. With a population of 55.3 million, it has 
84.2 per cent of the population of the UK (ONS, 2016). 

Students in England usually attend school from age 4. At age 16, 
almost all pupils take General Certificate of Secondary Education (GCSE) 
exams, each based on a different subject. A typical student takes about 
nine GCSEs including English, mathematics and a combination of other 
subjects. Since 2015, all 17- and 18-year-olds have to be in some form of 
education or training, with the majority choosing to continue in education 
(DfE, 2017). For these students, a wide variety of courses is available, from 
academic subjects through to vocational courses equipping students directly 
for the world of work. Between the ages of 16 and 18, most students in 
full time education study Advanced Level General Certificates of Education 
(A levels). By age 19, around 40 per cent of young people in England 
enter higher education at universities and colleges (UCAS, 2017). In 2017, 
391,370 students from England were accepted onto higher education 
courses in the UK (UCAS, 2017).

Applications to higher education across the UK, including English 
universities, are centralized and managed by UCAS. To secure a place on an 
undergraduate course, students can use a range of qualifications (including 
A levels). Each university, and courses within them, typically have their 
own entry requirements in terms of the qualifications and grades required. 
Other factors, such as the quality of an applicant’s personal statement and 
references may also be taken into account when applicants are considered 
for course places. Single-subject courses of full-time study are typically three 
years for an honours degree, although two-year foundation degrees are also 
available.
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Education policy direction for England is set by the Department for 
Education (DfE) supported by a number of government bodies. Ofqual 
regulates the assessments for qualifications available within state-funded 
English schools (GCSEs and A levels, for example) and the various exam 
boards that develop and provide them. Ofqual also accredits new GCSE 
and A level qualifications that the exam boards develop. Each of these 
qualifications has its own procedures for maintaining (linking) standards 
over time.

A levels 
A levels were introduced in 1951 and are generally taken by 16- to 18-year-
olds in schools and colleges. However, they are available to anyone who 
would like to gain a qualification in a subject that they are interested in. 
A levels are the principal pre-university qualification in England. In many 
cases, students need to have gained at least five GCSEs at grades A*–C in 
order to study A levels. Although entry requirements vary across schools 
and colleges, almost all education providers also stipulate requirements 
for students to have achieved a certain GCSE grade in a particular subject 
before continuing to study that subject at A level. 

A levels are available in over 45 subjects and can be studied alongside 
other qualifications. There is no compulsory subject element and A levels 
can be taken in any combination desired to reflect the interests (or intended 
progression) of the student. In 2016, there were 743,986 A level subject 
entries (DfE, 2016).

An A level is typically taken over a two-year period. From 2017, 
new A level qualifications were awarded following reforms instigated by 
the government that was elected in 2010. The reforms are phased in over 
three years for different subjects. In these reformed qualifications, students 
can choose to sit a standalone advanced subsidiary (AS) qualification after 
the first year of study, and/or sit the full A level after the second year of 
study. Assessments are only available in the summer exam series and all 
assessment is carried out at the end of the course. Students typically take 
three or four subjects at A level, although the effect of the introduction of 
the reformed qualifications on students’ entry approaches is not known at 
the time of writing.

The A level is a graded qualification. The passing grades are A*, A, B, 
C, D and E. The A* grade was introduced in 2010 in response to concerns 
that there was insufficient differentiation at the top of the grade range 
(DfES, 2005). Those not achieving the lowest pass grade of E are reported 
as unclassified (U). In the summer 2017 exam series, the pass rate (grade E 
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and above) for all A level qualifications in England was 97.9 per cent, with 
26.3 per cent of entries being awarded a grade A or above (JCQ, 2017).

A levels are available from four exam boards in England: the 
Assessment and Qualifications Alliance (AQA), Edexcel (a part of the 
Pearson group), Oxford, Cambridge and RSA Examinations (OCR, part of 
Cambridge Assessment) and the Welsh Joint Education Committee (WJEC/
Eduqas). All four exam boards offer A levels in most subjects, and schools, 
colleges and individuals can choose between them. This means that Ofqual, 
the exams regulator, has a key role in ensuring that there is comparability 
of grade standards between the exam boards in each subject. For example, 
a grade B in chemistry awarded by AQA has to be of a comparable standard 
to a grade B in chemistry awarded by Edexcel or OCR or WJEC, since 
grades are used to compare individuals applying for higher education and 
employment opportunities.

AS and A levels have clear guidelines setting out how the qualification 
should be set up, what students need to learn and the skills they need 
to develop. The exam boards must make sure that the qualification that 
they offer in each subject meets these criteria before it can be offered to 
schools. A ‘syllabus’ provides the course content and details of assessments, 
including marking criteria that are used for any school-based assessment 
(coursework). 

The assessment process
The descriptions below refer to typical A level practice in the years leading 
up to 2016. The majority of these descriptions are also relevant to the 
reformed qualifications, first assessed in 2017.

Nature of assessments
Each A level qualification contains between four and six units of assessment. 
Units are assessed either by an exam set by the exam board or on the basis 
of work completed over a longer period of time (school-based assessment 
typically referred to as ‘coursework’). Examined units are up to three hours 
long, typically contain one (paper-based) written exam and are available 
once each year (between May and June). Coursework is typically assessed 
in the school or college. 

The permissible balance of exams and coursework is prescribed for 
each subject. A typical A level will have approximately 30 per cent of the 
total score allocated to coursework, but some have none at all and more 
applied subjects might have up to 67 per cent of the total score composed 
of coursework. Students achieve marks and grades for each unit, which are 
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then combined to give an overall qualification grade. Students are permitted 
to resit A levels but generally must resit all units for a given qualification in a 
subsequent exam series (usually the following summer; in general, a student’s 
coursework mark may be carried forward from a previous exam series).

Exams
The format of examined units varies by subject but typically includes a 
combination of multiple choice, short response and longer essay-style 
questions (see Annex 1). The question papers and mark schemes for 
examined units are drafted by a principal examiner who is responsible 
for that unit, often up to two years before the exam is sat. The draft 
assessment materials undergo several stages of review to ensure coverage 
of the content, comparability with previous papers, clarity and so on. This 
typically involves a review by other senior examiners under the guidance of 
the chair of examiners for that subject. 

After any revisions, the paper goes to an assessor or scrutineer who 
checks that it is fair to candidates and can, for example, be completed in the 
time allowed. The chair of examiners signs off the final version. New papers 
are produced each summer and questions are not pre-tested. Although each 
year’s set of papers is produced on the basis that it will be of the same 
demand as in previous years, in practice, it is very difficult to produce 
exactly the same level of demand and so cut scores are determined each 
summer to maintain standards – a process also known as awarding. 

School-based assessment (coursework)
Coursework tasks (such as presentations, essays and portfolios) are 
designed to assess students’ performances against assessment criteria set out 
by the exam board in the syllabus for the subject. While all students taking 
a specific subject with a specific exam board are assessed against the same 
criteria, there is often scope for the schools or students to set the topics that 
the tasks are based on. In these cases, schools can be required to obtain 
prior approval from the exam board on the topic chosen. Coursework tasks 
typically do not change from year to year. 

Marking students’ work
Marking completed exam papers
For examined units, completed papers are marked on paper or electronically 
(on-screen) by examiners. Examiners are recruited based on their subject 
expertise, are often teachers and are each given an allocation of papers to 
mark. Before marking of students’ exam papers commences, the principal 
examiner for each unit convenes a standardization meeting with markers 



Rachel Taylor and Dennis Opposs

104

(this may be either face-to-face or virtual) to ensure that they all interpret 
the mark scheme in the same way. At this meeting, the markers also score 
a number of common scripts and review their marks to confirm that they 
are working consistently. Before they can start marking their allocation, 
examiners have to demonstrate that they are applying the required standard 
correctly.

During the marking period, which is usually about three weeks for 
each paper, each examiner’s work is quality checked by their respective 
exam board to ensure that their marking is consistent and to the required 
standard. The types of check vary depending on whether scripts are marked 
on paper or on-screen, as well as whether they are marked by question or 
as a whole paper.

Where marking is conducted on-screen (as most now is), checking is 
carried out by including ‘seeded’ items randomly through the marking or by 
double-marking. ‘Seeds’ are responses that senior examiners have previously 
reviewed and for which they have agreed a mark. Examiners are not aware 
which items are ‘seeds’ and can be stopped from marking if they do not mark 
the ‘seed’ to the agreed standard. For longer-response items, some exam 
boards use double-marking, where a sample of each examiner’s allocation 
is marked by another examiner. If the marks of the two examiners are not 
within an agreed tolerance, a senior examiner adjudicates. Examiners who 
are not marking in line with the required standard can be stopped from 
marking. Examiners who are stopped from marking are unable to mark 
any further responses until they have spoken to a more senior examiner. 
Where there are lingering concerns over an examiner’s marking, they can be 
stopped from marking altogether.

Where scripts are marked on paper, examiners send samples of their 
marking to a more senior examiner for checking. If an examiner is not 
marking to the required standard, they are not allowed to continue and 
their scripts are allocated to a different examiner.

Marking school-based assessment (coursework)
For coursework units, teachers within a school or college assess their 
students’ work against the assessment criteria provided by the exam boards. 
Their marks are submitted to the exam board and a sample of marked 
students’ work is subject to a moderation process to check that the marks 
have been awarded in line with the agreed standard.

Moderators are employed by the exam boards and undergo 
standardization to ensure that they have a common understanding of the 
mark scheme. If the original marks from the school or college are consistent 
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with those of the moderator (within an agreed tolerance) then the original 
marks are accepted. If the original marking is outside an agreed tolerance, 
then the moderator marks a further sample and the marks are analysed to 
determine whether the marks from the school or college need to be adjusted. 

Moderators’ work is checked at regular intervals during the 
moderation process by senior moderators to ensure that their judgements 
are consistent and in line with the agreed standard.

Standard setting process
Determining grades
When the majority of exam scripts in a subject have been marked, an awarding 
meeting (standards maintaining meeting) is convened to recommend grade 
boundary marks (cut scores) for grades A and E in each A level subject. 
Awarding committees are chaired by a senior examiner who has overall 
responsibility for standards in each subject. The committees generally also 
include a chief examiner, principal examiners (responsible for examined 
units), principal moderators (responsible for coursework units) and exam 
board technical experts. The awarding period typically lasts around four 
to five weeks from the end of June to the beginning of August. Awarding 
meetings were traditionally conducted face-to-face and lasted one to two 
days. More recently, most exam boards have developed online systems for 
undertaking parts of the awarding process remotely. 

The basic principle behind the standards maintaining process 
for A levels is to retain from year to year the level of performance at a 
grade boundary mark. As stated above, although examination papers are 
produced on the basis that they are of the same demand as previous years, 
in practice it is very difficult to produce exactly the same level of demand so 
maintaining this standard is challenging. To help them meet the principle, 
exam boards draw on a variety of sources of evidence when setting grade 
boundaries, using both statistical and judgemental techniques. 

The main statistical evidence takes the form of prior attainment-
based predictions at the cohort level. Prior attainment-based predictions 
map the relationship between prior attainment (mean GCSE score) and A 
level outcomes for the cohort of students taking each subject in a reference 
year, and use this relationship to predict the outcomes for the current cohort 
of students based on their prior attainment. As such, if the prior attainment 
of the cohort remains similar, then the outcomes would be expected to 
be similar. 

The predictions for each A level cohort are typically generated for 
18-year-old students and are therefore based on the GCSE results that the 
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students obtained two years earlier when they were 16 years old. These 
predictions guide the awards, helping to determine the grade boundary 
marks, which are then applied to all students. Prior attainment-based 
predictions have been used by the exam boards to guide the maintenance 
of standards for the last couple of decades, though not necessarily in 
a consistent manner. This changed following the introduction of the 
comparable outcomes approach by Ofqual in 2010 for A levels and 2011 
for GCSEs (Ofqual, 2015). The basic premise of this approach is that if the 
nature of the cohort sitting a qualification each year does not change, then 
the outcomes should not change either. 

In addition to the statistical predictions, judgemental evidence is used 
in setting grade boundaries. This includes expert scrutiny of students’ scripts 
by awarding committee members, reports from the principal examiners and 
moderators and descriptions of the expected performance at each key grade. 
The main source of judgemental evidence is script scrutiny. Examiners are 
presented with exam scripts in a range of marks (typically three to five 
marks) as guided by the statistical evidence, and must independently 
decide whether each exam script in the range is worthy of the grade under 
consideration. In doing this, examiners are able to refer to archive scripts 
on the grade boundary marks from previous years and statistical evidence 
showing the performance of individual questions on each exam paper. The 
examiners’ judgements are recorded on what is known as a ‘tick chart’, as 
shown in Table 6.1. A tick means that a committee member thinks that the 
work is worthy of the higher grade of the boundary pair (e.g. A/B), a cross 
means that they do not and a question mark means that they have some 
doubts. Based on the balance of ticks and crosses, the chair of examiners 
specifies a ‘zone of uncertainty’ – illustrated here in grey. This is the zone 
within which the judgemental evidence suggests that the grade boundary 
should lie. 

Table 6.1: Awarding committee judgements of script evidence

Mark Chair of 
Examiners

Chief 
Examiner

Principal 
Examiner A

Principal 
Examiner B

Principal 
Examiner C

Principal 
Moderator

54 ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

53 ✓✓✓ ✓✓✓ ✓✓? ✓?✓ ✓?✓ ✓✓✓

52 ✗?✗ ✓✗✗ ✓✗✓ ✓✗✓ ✓✗✗ ✓✗✗

51 ✓✗✗ ✓✗✗ ✗✗? ✗✗✗ ✗✗✗ ✗✗✗

50 ✗✗ ✗✗ ✗✗ ✗✗ ✗✗ ✗✗
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Once script scrutiny is complete, the chair of the awarding committee weighs 
up the statistical and judgemental evidence available and recommends 
the final grade boundary, taking into account the advice of the awarding 
committee and exam board technical experts. Grade boundaries are set in 
this manner on each unit for the ‘key’ grade boundaries (A and E), and 
the remaining boundaries – A*, B, C and D at A level – are calculated 
arithmetically. Student performance on each unit is aggregated together 
to give the final qualification grade, although the method for this differs 
depending on the structure of the qualification. 

When setting grade boundaries, the chair of examiners must consider 
the overall qualification level outcomes, since they are compared to the 
statistical predictions and are subject to reporting tolerances applied by 
the exams regulator (Ofqual, 2017). The reporting tolerances specify the 
range within which the outcomes at grade A in each subject would be 
expected to fall relative to the statistical predictions and are based on the 
size of the cohort. For example, where the predictions include over 3,000 
students, outcomes are not expected to deviate by more than 1 per cent 
from the prediction, whereas in cases involving only 500–1,000 students, 
the outcomes are not expected to deviate by more than 3 per cent from the 
prediction. 

The grade boundaries recommended by the chair of examiners 
are then submitted to the responsible officer of the exam board, who has 
overall responsibility for the decisions. The responsible officer reviews the 
outcomes, considering any issues that the awarding committee has raised 
and taking account of external information such as results in other subjects 
and results in the same subject from other exam boards (the exchange of 
data is facilitated by Ofqual). The grade boundaries can be moved at this 
point but with the chair of examiners’ agreement and not usually outside 
the ‘zone of uncertainty’.

Before any results are issued, exam boards’ outcomes in each subject 
are reviewed by Ofqual, using the tolerances discussed earlier. Where the 
results are out of tolerance, the exam board has to provide justification 
to Ofqual. This can be based on additional statistical and/or judgemental 
evidence. Each year Ofqual has accepted some out of tolerance explanations 
and those results have stood (e.g. see Ofqual, 2017). On other occasions, 
Ofqual has challenged the explanations if they have not been supported by 
sufficient evidence and the proposed outcomes have been changed.

A level results are reported to students in mid-August each year and 
national outcomes are reported extensively in the media. Results are also 
sent directly to UCAS to finalize university admissions. 
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Definition of standards 
The process described above for maintaining standards for A levels (and 
GCSEs) in England relies on a combination of statistical and judgemental 
evidence – primarily, statistical predictions and examiners’ qualitative 
judgement of students’ work. This approach to maintaining standards has 
been described as weak criterion-referencing (Baird et al., 2000) or, more 
recently, attainment-referencing (Newton, 2011). While both statistical and 
judgemental evidence is used when setting grade boundaries, the balance of 
evidence that exam boards prioritize has shifted over recent years (Newton, 
2011). Research highlighting potential biases in examiner judgement and 
the tendency for examiners to give students the ‘benefit of the doubt’ 
(see Baird, 2007) has led to greater emphasis on the statistical evidence 
(Baird and Gray, 2016). Furthermore, the introduction of the comparable 
outcomes approach by Ofqual has brought the statistical evidence to the 
fore. Thus, while the basic principle of the standards maintaining process 
is to retain a level of performance from one year to the next, this is largely 
achieved through the use of statistical predictions.

The comparable outcomes approach is rooted in research by 
Cresswell (2003) into setting standards in examinations when a revised 
syllabus is introduced. The basic premise is that if the nature of the cohort 
sitting a qualification each year does not change, then the outcomes 
should not change either. The approach therefore prioritizes comparable 
outcomes rather than comparable performance (though in a period of 
stability comparable outcomes and comparable performance should be 
aligned – comparable performance would prioritize student performance 
on the assessment rather than the outcomes that they achieved). One reason 
for prioritizing comparable outcomes is that it protects students taking 
their assessments in the first year of a new qualification, when teachers 
and students are less familiar with the assessment and performance 
is likely to dip (Ofqual, 2016a). The alternative approach, prioritizing 
comparable performance, would likely result in a drop in outcomes in 
the first year of a new qualification, then rise over time as teachers and 
students became more familiar with the assessment. This would introduce 
unfairness into the process, since the grades that students achieved would 
be influenced by the point at which they sat assessments within the lifetime 
of a qualification.

The comparable outcomes approach is statistically driven in that 
prior attainment-based predictions guide the awarding process, and it is 
against these predictions that outcomes are evaluated by Ofqual. Within 
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the framework for defining standards outlined by Newton (2011), the 
comparable outcomes approach therefore implies a causal definition of 
standards, since it is the causes of attainment – in this case students’ 
prior attainment – that one would expect to be similar for those 
achieving similar grades. As such, students achieving similar A level 
grades would be expected to have similar inputs to their learning (in this 
case prior attainment). Despite this, there is scope within the standard 
setting process for other evidence – including evidence about students’ 
performance – to be provided as a justification for outcomes that do not 
align with the statistical predictions. This means that, in practice, standard 
maintaining can rely on a combination of both statistical predictions and 
judgemental evidence – an approach described as attainment-referencing 
(Newton, 2011). Since attainment-referencing refers to both statistical 
and judgemental evidence, it has been argued that this approach implies 
both a causal and a phenomenal definition of standards (Baird and Gray, 
2016). This does not fit neatly within the framework proposed by Newton 
(2011) and raises theoretical issues for the definition of standards (Baird 
and Gray, 2016).

Public controversies about A levels (and GCSEs)
Results from high-stakes public exams in England, including GCSEs and A 
levels, are subject to intense public and media scrutiny each August when the 
results are issued. Prior to the introduction of comparable outcomes, GCSE 
and A level outcomes typically rose year on year (Ofqual, 2015). This led 
to various assertions that exam standards were falling; exams were getting 
easier; more students doing well must be a bad thing; and that increased 
participation and success would lead to poorer standards (Murphy, 2004). 
Such claims typically played out in the media in what has been described 
as the ‘silly season’ – newsrooms struggled to find newsworthy items 
during the quieter summer months, leading to an inevitable focus on exam 
results, a topic that is of relevance to a large proportion of the population 
(Warmington and Murphy, 2004). Such media coverage is damaging, since 
it can undermine public confidence in the exam system and the grades that 
students achieve (Simpson and Baird, 2013).

The media and public debate around falling exam standards 
was frequently associated with claims that exams were being ‘dumbed 
down’. Commentators argued that the assessments no longer reflected the 
standard that they once did and that this had resulted in the increase 
in outcomes. A number of factors were cited as contributing to this, 
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including changes to the structure and content of the assessments, but 
one key factor that gained traction publicly related to the choice of exam 
boards. While not unique, the assessment system in England is unusual in 
that there have always been multiple exam boards offering qualifications 
in the same subject. This means that exam boards, registered charities or 
profit-making organizations operate in a competitive market, and schools 
and colleges can choose between providers. These arrangements led to 
claims that exam boards were lowering their standards to boost pass rates, 
with the aim of increasing their market share (and therefore their income). 
Essentially, exam boards were accused of competing on exam standards 
rather than on their products, raising concerns of a ‘race to the bottom’. 
Such claims, though rejected by the exam boards, eventually came to a 
head in 2012 when the then Secretary of State for Education, Michael 
Gove, announced plans to replace the GCSE qualification with an English 
Baccalaureate Certificate and have a single exam board for each subject. 
This was to be based on a competitive bidding process. A single exam 
board was heralded as a way to end the year-on-year increases in exam 
results (DfE, 2012), although evidence from other jurisdictions suggests 
that this might not necessarily be the case. For example, while there is a 
single exam board in Scotland, the proportion of students there achieving 
the top grades for the Higher exam has still increased over time (see Baird 
and Gray, 2016). 

Ultimately, the plan for a single exam board for GCSEs never came to 
fruition and was withdrawn a few months later. However, the presence of 
multiple providers for each GCSE and A level subject does raise issues around 
exam standards and the importance of ensuring comparable standards, in 
this case between exam boards. Students use their GCSE and A level grades 
to compete against one another, meaning that to ensure fairness, a grade A 
in a particular subject from one exam board must be of the same standard 
as a grade A in the same subject from another exam board. 

More recently, comparable standards between exam boards have 
been promoted through the comparable outcomes approach, since all 
exam boards use the same statistical evidence to guide their awards 
and outcomes are reviewed by Ofqual. Prior to this, exam boards used 
statistical evidence to support the setting of grade boundaries, but this was 
not necessarily done in a consistent manner. The intentions of introducing 
comparable outcomes were therefore two-fold: to promote comparable 
standards between exam boards and to protect students when changes 
were made to the assessments.
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Since the introduction of comparable outcomes, GCSE and A level 
outcomes have largely remained stable (Ofqual, 2015). This has proved 
fairly uncontroversial at A level, yet there has been greater criticism of the 
approach at GCSE. This reflects the different uses to which exam results 
are put. GCSE results are key to accountability measures against which 
the performance of schools is judged, while A levels are primarily used for 
selecting students for higher education. As such, provided that A levels can 
differentiate between students effectively, outcomes being stable over time 
is likely to be less of a concern.

The main criticism now levelled at comparable outcomes for GCSE is 
that by using statistical predictions based on prior attainment, the approach 
effectively caps outcomes and does not allow genuine improvements in 
student performance to be recognized. Consequently, although schools 
are under intense pressure to improve results and resources are channelled 
towards this, outcomes are not able to increase in response. Since 
introducing comparable outcomes, Ofqual has always stated that there is 
scope for exam boards to provide evidence to support outcomes that do 
not align with the statistical evidence, though in practice such cases are 
relatively rare (Ofqual, 2017). Furthermore, generating compelling evidence 
that demonstrates genuine improvements in performance, rather than 
increasing familiarity with the assessment, is far from straightforward, an 
issue acknowledged by the regulator (Ofqual, 2015). In recognition of this, 
Ofqual has committed to researching methods of improving awarding in its 
corporate plan (Ofqual, 2016b) and has introduced a national reference test 
from 2017. The national reference test is intended to monitor any changes 
in performance in English and mathematics by 16-year-olds and may be 
used in GCSE awarding from 2019, though the technicalities of how this 
may operate are still under discussion.

The case of comparable outcomes provides some insight into the way 
in which exam standards are perceived publicly in England. Prior to the 
introduction of the comparable outcomes approach, rises in exam results 
year on year were frequently cited as evidence that exams standards were 
falling and that exams were getting easier. Now there are claims that a 
comparable outcomes approach is preventing outcomes from rising to 
recognize improvements in student performance at GCSE. Given the methods 
used to maintain standards over time in these high stakes qualifications, it 
is unlikely that they will ever be immune to challenge from the public, the 
teaching profession and politicians. That puts an onus on researchers and 
regulators to progress thinking about how standards are defined and to 
improve the processes used to maintain standards.
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Annex 1. Examples of A level exam questions

Figure 6.1: AQA A level Physics multi-choice question (2015)

Figure 6.2: AQA A level Biology short-response question (2015)

Figure 6.3: AQA A level History long-response question (2015)
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Explaining educational 
standards: The challenge of 
uncertainty 
Mary Richardson

The notion of a standard in the English education system is one that is 
suffused in complexity and scepticism. Since its introduction into educational 
settings in the 1880s (Williams, 1961), the term has become synonymous 
with a simplistic model that often reifies a particular practice. Such binary 
perceptions of how we discuss and recognize standards are unhelpful because 
they fail to provide a suitably nuanced discussion of both the strengths 
and limitations of just how standards are determined in contemporary 
educational contexts. A well-defined explanation and sensitive discussion of 
just how standard setting is conducted has the potential to challenge many 
of the urban myths that surround the subject. Taylor and Opposs’s chapter 
is to be welcomed in this regard. 

A striking aspect of this chapter is its depiction of the constantly 
changing landscape of educational policy in the English state-maintained 
education system. Starting with a condensed description of the present 
education system and then focusing on that elusive ‘gold standard’ 
qualification, the Advanced (A) GCE Level provides a conduit to the detailed 
descriptions of processes related to high stakes assessments. A clearly written 
guide to the processes involved in awarding is long overdue. The examination 
boards in England provide guides, but stakeholders (e.g. teachers, parents 
or examination officers) might believe that boards differ in their approaches 
to standard setting, and this negates the reality that practice is carefully 
regulated. Educational standards debates have intensified in England since 
the late 1980s and the introduction of a national curriculum and nationally 
reported testing in schools. Stricter codes of accountability in schools have 
also added fuel to concerns about standards, and public discourses in 2018 
are characterized by fast-paced comment in public spaces via the internet 
and, more specifically, in the more personal realms of social media. 

Debate about education is to be welcomed, but it is important to be 
cognisant of the standard of the arguments that frame such debates. Too 
often, as Murphy (2013) argued, memorable headlines are not always built on 
strong foundations; opinion, anecdotal experience and personal belief often 
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underpin the claims. It is the detail that matters in the processes of standard 
setting in education, yet the facts are often overlooked, misunderstood or 
simply ignored when standards are discussed in public domains such as print 
media, or online via social/news media. Taylor and Opposs acknowledge 
the fact that the methods used by examination boards and regulatory bodies 
such as Ofqual cannot be ‘immune to challenge’, but it is crucial to state 
that such challenges require evidence based on fact rather than belief. Here 
they present an argument that is systematic in its critical examination of 
different awarding processes and also conscious of the inherent lack of 
‘one perfect way’ to determine a standard. Opportunities to have open, 
public discussions about the complex nature of standards in England are 
vital in sustaining trust in awarding systems. Such difficult conversations 
are worthwhile because the trust they inculcate then underpins the value of 
our education system and endorses the importance of being educated.

References
Murphy, R. (2013) ‘Media roles in influencing the public understanding of 

educational assessment issues’. Oxford Review of Education, 39 (1), 139–50.
Williams, R. (1961) The Long Revolution. London: Chatto and Windus.



116

Ensuring standards in 
English A levels
Peter Tymms 

Taylor and Opposs provide a clear, and necessarily condensed, account of 
what is a unique standard setting system in England, with a focus on A 
levels. This has, as they point out, evolved over many years, and a more 
detailed historical account can be found in Tattersall (2007). In contrast, 
the international systems, such as PISA, TIMSS and PIRLS, are relatively 
recent. These systems broadly differ from A levels in that they have tended 
to rely on item response theory in their analyses, employ pre-testing and use 
objective item formats. 

Restriction of space has meant that Taylor and Opposs were only 
able to provide an overview. This short commentary will pick up just 
three points from their chapter that may seem puzzling to an international 
audience, and expand on them. 

Some readers might wonder why England goes to such trouble to 
produce A level exams when much quicker and cheaper alternatives such 
as the Scholastic Assessment Test (SAT) (Kobrin et al., 2008) are available 
and have been widely used for college entrance in the US. There are three 
answers to this. The first is tradition, which can be hard to alter. The second 
is that the existence of A levels provide meaningful motivation for students 
and their teachers in schools and colleges to work hard at their chosen 
subjects. The third is that A level results are better predictors of university 
success than the SATs (Kirkup et al., 2010). 

Grade inflation at A level is one of the major reasons why there has 
been such a serious focus on standards in recent years. Although some 
newspapers have made hay with the evidence (if it bleeds it leads), grades 
at all levels of national tests and exams in England have exhibited grade 
inflation over a long period and this resulted in the top grade at A level, an 
‘A’, being given to such a high proportion that a new ‘A*’ grade had to be 
introduced. During the 1990s, the high proportion being awarded the top 
grades made it impossible for the most selective universities to discriminate 
among the more able students and this was one of the reasons why action 
was needed. At the same time, exam boards and the qualifications regulator 
were becoming aware of issues around inter-board comparability. The 
comparable outcomes approach was developed to deal with this issue. We 
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can be pretty sure that there was grade inflation, even though there are 
competing explanations, because the Centre for Evaluation and Monitoring 
(CEM) had been accumulating extensive data over many years using the 
same test year on year and these tests could be used as anchors (Tymms 
et al., 2005; Tymms, 2004; Coe, 2007; Coe and Tymms, 2008). When 
the comparable outcomes approach became a regulatory requirement, it 
addressed inter-board comparability and had the additional beneficial effect 
of ending grade inflation.

The third point concerns the existence of several exam boards. 
An initial reaction to issues associated with standards is to argue for a 
single awarding body. But there are advantages to diversity. They include 
competition, which can encourage innovation. Such innovation can be 
positive, in which case, all boards can eventually adopt the new ideas. 
It may, alternatively, have a negative impact in which the new ideas are 
restricted to a single innovative board. Diversity is also valuable in ensuring 
that choice of syllabus is available. This can allow well-qualified teachers 
and lecturers to select an alternative to match, as closely as possible, their 
preferred content when teaching pre-university courses.

In summary, the chapter entitled ‘Standard setting in England: A 
levels’ provides an excellent overview of the A levels standard setting system 
in England. This commentary discusses just three points that may appear 
to be odd to anyone not familiar with the system. The first concerns the use 
of curriculum focused tests, which include extended answers, rather than 
cheaper, quicker multiple choice tests of ability. Briefly, A levels are better 
predictors and encourage better pedagogy. The second relates to grade 
inflation, which is often an issue in grading systems. It came to a head when 
universities were no longer able to select the most able students as so many 
were being awarded the top grades. This probably provided the impetus for 
the comparable outcomes approach discussed in the chapter. Finally, some 
arguments are presented to defend the existence of more than one awarding 
body. They emphasize the value of diversity for competition, innovation 
and education.
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Standard setting in France: 
The baccalauréat
Roger-François Gauthier

Introduction
France: A centralized system of certification that does not prevent 
paradoxical organization
The baccalauréat is a very sensitive topic in France, for the government 
and the public. The main political provisions concerning it have mainly 
been quantitative during the three last decades, that is, they have focused 
on the proportion of young people expected to pass the baccalauréat: the 
Orientation Law of 1989 stipulated that 80 per cent of the relevant age 
group (all young people who are 18 years old each year) should reach 
baccalauréat standard (le niveau du baccalauréat) before 2000. Indeed, 
every year, about 80 per cent of each age group (695,682 students in 
2016) sit this examination. The success rate of those sitting the exam was 
88.6 per cent in 2016; in total, more than 65 per cent of the age group pass 
it successfully. About 80 per cent of students who have successfully passed 
the examination (i.e. mainly students from the academic and technological 
streams) immediately enter higher education. During the last five decades, 
the baccalauréat has evolved quantitatively and structurally in that two new 
types of baccalauréat were added with the creation of technological and 
vocational baccalauréats.

The baccalauréat has the double function of a school leaving 
examination and of a first university grade. Although there are three main 
streams (voies) of baccalauréats (academic, technological and vocational) 
and many specializations within each of these three streams (about one 
hundred for the vocational baccalauréat for instance), the baccalauréat by 
itself gives the right to enter any university regardless of the specialization 
of the candidate. The Ministry of National Education is directly responsible 
for school leaving examinations, and the bodies running the examinations 
are under its direct responsibility. The position of the state is monopolistic, 
as it has to design the various streams of schooling, to stipulate the curricula 
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as well as the ways students are assessed, to lead the assessment process 
every year and to evaluate the whole organization of senior schooling. 

A specific issue in France springs from the fact that higher education is 
divided into two main parts: universities that just request the baccalauréat, 
and the grandes écoles, both public and private, that are highly selective. 
To be able to sit for the competitive examinations that open access to these 
grandes écoles, students have first to be admitted for two years to so-called 
‘preparatory classes’ (or vocational courses leading to a bac+2 diploma, i.e. 
a diploma obtained after studying for two years post-baccalauréat). They 
have to apply for admission to these preparatory classes during the final 
year of high school, which is the year of the baccalauréat. What is at stake 
here is much more important than passing the baccalauréat (where success 
rates are so high that there is no question about the fact that they will pass 
it successfully). Admission to these preparatory classes is not based on the 
results of the baccalauréat, namely a national and anonymous examination, 
but only on school-based assessment, which is almost entirely excluded 
from the baccalauréat (see below). 

Baccalauréat, both a national school leaving examination 
and a university entrance examination
Although the term ‘baccalauréat’ had been used previously, the modern 
baccalauréat was created in 1808, to be both the first degree in higher 
education and the leaving certificate from secondary education. Since its 
creation, when there was only one ‘stream’, there has been a process of 
double, and opposing, developments:

1.	 Progressive diversification into what are currently called the three voies 
(routes, i.e. academic technological and vocational), séries (secondary 
streams, three for the academicoute, but much more for the others) 
and ‘specialities’. For instance, scientific baccalauréat students must, 
in addition to courses followed by all students of the scientific série, 
choose either a maths, physics-and-chemistry, biology-and-geology, 
technological sciences or computer sciences specialization.

2.	  Progressive merging of many séries, for two reasons: 
●● technological and vocational training requires less specialization 

and more transferable competences than before; 
●● governments have tried to block unwanted and negative effects 

of the appearance of a social hierarchy between some séries by 
merging them.
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Generally, students sit the baccalauréat at the end of the two last years 
of lycée (senior high school that lasts three years). Most students are 18 
when they sit the baccalauréat. Just one examination is taken, covering the 
various subjects of each voie and série: each baccalauréat requires around 
eight to twelve papers and oral examinations, which differ from one série to 
the other and between which there is no choice, except for additional and 
optional subjects. Some papers and oral tests are taken one year before the 
end of lycée (French literature, for instance, is commonly not taught during 
the last year, leaving room for the compulsory teaching of philosophy), but 
most of them are taken at the end. 

Students choose which baccalauréat they are going to sit in two steps: 
when they enter high school (three years before the exam) they choose their 
voie, and after one year they choose their série. It is not a free choice for 
the student, as the final decision is up to the junior or senior high school 
principal. The students express their wishes, but the teachers and the 
principal always have the final decision. 

Students pass the examination and get the baccalauréat if they get an 
overall average mark equal to or higher than 10 out of 20 after addition of 
all the results obtained in all the subjects (papers and oral tests) prescribed 
in each série. Each subject is affected by a weighting factor varying from 
one série to the other. This permanent weighting factor has been fixed by 
law for each voie and série to which it contributes. For example, a student 
in the scientific stream has a compulsory test in history, with a weighting 
factor much weaker than a student in the littéraire stream, where French, 
philosophy, languages and history have the highest weighting factors. 
Students whose overall average mark is under 8/20 fail; those marked 
between 8/20 and 10/20 sit two resit tests or oral retakes. The student 
chooses the topics in which he/she wants to resit in order to better his/
her mark and is reassessed a few days after the initial results. The overall 
average result is recalculated after substitution of the two new marks.

Obtaining the baccalauréat, whether academic, technological or 
vocational, entitles any student to enter any university in any subject. 
Although necessary, the baccalauréat does not entitle students to enter elite 
training courses (classes préparatoires) leading to grandes écoles, or selective 
vocational courses leading after two years to a bac+2 vocational diploma. 

Changes to the baccalauréat have been few and not fundamental 
in recent years. The most recent reform mainly relates to the vocational 
baccalauréat, created in 1985. Since 2010 it requires the same number of 
years of schooling in a vocational senior high school (three, rather than the 
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four years required between 1985 and 2010) as do general and technological 
baccalauréats.

Another reform dates from 2016: the candidates who fail are allowed 
to save their individual subject paper marks for the next five exam sessions, 
if these marks are equal to or above 10 out of 20. They have to resit only 
the subjects in which they scored below this mark. We still do not know the 
effect of this decision.

There have been few reforms of the baccalauréat over the years since 
the issue is controversial among policymakers, who generally prefer not to 
run the risk of introducing change.

The assessment process
The assessment process described below has remained unchanged in its 
main characteristics for decades, except for the vocational baccalauréat that 
was created in 2005, where a new form of assessment called ‘contrôle en 
cours de formation’ (standardized tests organized several times during the 
year instead of a single final test) was introduced.

About 75 per cent of the marks are given for written anonymous 
exams, the weight of oral examinations being about 10 per cent of the 
marks, the weight of school-based assessment being limited to 5 to 10 
per cent (physical education mainly) and the weight of a personal work 
to be orally presented being limited to 5 to 10 per cent. Most written tests 
consist of dissertations (in history, philosophy, French literature and social 
sciences). Multiple choice assessment is absent.

A typical written test lasts four hours. A candidate will have about 
twenty-four hours of assessment for the whole examination in a short period 
of time. There are no resits except in the restrictive conditions previously 
explained.

There is just one marking system, marks from 0/20 up to 20/20. There 
are no ‘pass marks’ for the various subjects, as all of them are included in 
an average overall mark, with 10/20 as a pass mark. As already noted, this 
average mark is calculated with weighting factors that for the same subject 
can vary from one série to another.

There are several steps in the way test requirements are elaborated:

●● The way a subject is assessed is defined in a permanent rule (définition 
d’épreuve) established by the Minister of Education. In this définition 
d’épreuve one can find what each assessment should look like. The 
définition d’épreuve is elaborated by the Inspection générale de 
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l’éducation nationale (a body divided into groups dedicated to the 
various subjects, and, placed under the authority of the minister) and 
published as an official rule by the Ministry of Education;

●● The content is permanently defined in the curriculum itself (programme 
d’enseignement), although the link between it and the définition 
d’épreuve is not always clear;

●● Annually, the various tests are developed in the name of the minister. 
Often one assessment test is available for the whole national territory. 
Two different persons are appointed to develop the test: one is an 
inspecteur général of the subject to be assessed, belonging to the 
ministry, the other a university teacher; they often chair commissions 
composed of practising teachers, who make proposals. The involvement 
of the university teacher is often more formal than real. Before being 
chosen, a test is trialled by ‘guinea pig’ teachers who have about half 
the time of the students and who have to write a report about the 
feasibility of the test. The final cut is a ministerial decision. As to any 
quality assurance process for production of assessments, there does 
not appear to be anything of this kind, although some regions check 
the organization of the test (how it is protected from potential leaks, 
for instance).

New assessments have been implemented in recent years, intending to enrich 
the assessment of some subjects (e.g. oral assessment in foreign languages) 
or to check that all subjects are assessed (e.g. sciences in non-scientific 
streams): 

●● For foreign languages, and in conformity with the European 
framework, two foreign languages are now assessed, not at the end 
of the year but during the school year, through written as well as oral 
tests. Previously only written tests existed (shorter and less expensive 
to organize).

●● In 2011, a test in sciences covering a mix of biology, physics and 
chemistry was introduced one year before the final year for non-
scientific students. 

As to the marking system itself, marking (i.e. giving a mark on a scale from 
0 to 20, with the possibility of quarters and halves of marks) is done by 
selected teachers (who will not have taught the students whose papers they 
have to mark). These teachers receive the papers at home and have to mark 
them within a limited number of days. They usually enter their marks on a 
computerized system.
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Depending on the subject, the time needed for marking is one of the 
factors that determines the duration of the examination in the great number 
of assessed subjects: marking takes at least three weeks at the end of each 
year. As the high schools are often totally requisitioned for the organization 
of the examinations, one could say that because of the examination students 
are deprived of about ten weeks of teaching out of the three years of lycée 
schooling.

The markers receive two kinds of help to mark the papers: 

●● One is a barême, or marking scale, that says what part of the mark 
has to be attributed to the various parts of the test assessment. This 
marking scale is more effective in some subjects (e.g. maths) than in 
others (e.g. philosophy). For the subjects where a marking scale is 
provided, the barême gives the expectations for a 5 or a 10 in that 
specific test. For the subjects where no marking scale is provided, the 
expectations are implicit and supposed to be part of the professional 
know-how of the teachers.

●● The other is the existence of commissions d’harmonisation (one for 
each subject), namely groups of experienced teachers and inspectors 
from the local level (these inspectors are appointed at a regional level, 
and differ from inspecteurs généraux, who report only to the minister), 
that will join markers during the marking process in order to help 
adjust and to some extent standardize the marking. 

Standard setting process
There is no standard setting process; there is just marking. The exam leads 
to pass/fail decisions: the various marks attributed by the markers in all 
the subjects are collected by the local jury, composed of all markers from 
all subjects involved in the marking. Each jury is dedicated to a number of 
candidates and is sovereign for those candidates’ results: it makes the final 
decisions. Each jury is chaired by a university teacher (whose specialization 
does not matter) and gathers the results of all the subjects. As in the test 
development process, the chairing of the juries by university teachers is 
more formal than real. The inspectors present in the juries often seem to 
play a deeper role. 

Each jury meets twice: once after the marking of all subjects, and then 
again after the resit tests for candidates whose average mark after weighting 
is between 8 and 10 out of 20. The jury takes two decisions: whether a 
candidate passes or fails and, if he or she passes, whether a mention (average, 
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satisfactory, good, excellent) is attributed to the candidate, still on the basis 
of the average mark. 

The decision is in fact made by the computer (from the average mark) 
for most students; the jury can discuss only the borderline cases and can 
in these cases use the livret de baccalauréat, including the results obtained 
by the student during the two previous years. This use of school-based 
assessment is in fact very limited, despite the fact that this livret gives the 
level of each student in four major competences for each subject.

Appeals are possible but can only check the absence of any material 
error: when the judges consider appeals, they shelter behind the sovereignty 
of the jury and refuse to reconsider any mark. For this reason, the number 
of appeals considered by judges is low.

Political and public controversies about the baccalauréat
It can be argued that there are currently no real public controversies about 
the baccalauréat or the examination standards. Each year in July the 
successive ministers are glad to publish the success rate of the examination 
as it is both high and increasing almost every year (a steady increase from 
64 per cent in 1984 to 88.5 per cent in 2016). They comment on it as 
evidence of the quality of teaching and learning in high schools. 

One might think that the high failure rate of students during the first 
two years of higher education should raise questions about baccalauréat 
standards, but surprisingly that does not occur: the usual political trend is 
more to question higher education itself (‘Why do so many students fail?’) 
or the fact that when they have got any kind of baccalauréat, students can 
freely enrol in any university for any specialization. 

Since 1984, the main political issue about the baccalauréat has 
been the quantitative objective of ensuring that by 2000 80 per cent of 
the age group should sit the baccalauréat. This objective was adopted 
by law in 1989, and broadly speaking has been achieved, although with 
a long delay (the percentage of the age group sitting the examination in 
2016 was 78.6 per cent). It remains a purely quantitative objective, the 
issue of standards having never been called into question. The idea still 
prevails that the prescribed curriculum, together with the various traditions 
of the various topics and subjects, are enough to preserve good standards. 
Several hypotheses can be made about this weak interest in the clarification 
of standards:

●● Maybe the old tradition of the subjects in French secondary education 
has long been content with a conception of knowledge that favours 
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each student’s freedom more than requesting competences and skills 
easily standardized; the idea paradoxically is that standardizing could 
weaken a level of achievement that, by the way, is not known or 
measured.

●● Maybe the political powers value the social meaning of ensuring the 
bulk of the population passes the baccalauréat and does not want to 
better know its epistemological meaning. Since the baccalauréat is not 
high stakes for the French elites, one can ask whether it is worth taking 
the trouble and opening Pandora’s Box. 

The standards are not known, the examination is not independently 
evaluated and nobody seems to care. An interesting point to illustrate the 
fact that the baccalauréat is a blind spot in the French educational system is 
the scarcity of research work about both the baccalauréat and the standards: 
the question of standards has never systematically come up, neither from a 
sociological nor from an epistemological point of view. When asked why 
so few research works are dedicated to the baccalauréat, some researchers 
answer that because of a strong social resistance there is no chance of 
introducing any change in the current examination.

In regard to the political and public views of examination standards, 
it can be assumed that, up to the present time, both policymakers and the 
public accept a relative ignorance about what the baccalauréat as a whole 
checks and proves. Its formal and juridical meaning – that is, the first grade 
in higher education, even if it is largely a fiction – still seems an adequate 
reference. 

We could interpret this situation as the long-term consequence of a 
centralized educational system that believes in itself and in its traditional 
strength. Obviously this self-confidence has not existed for at least two 
decades for compulsory education, partly as a consequence of PISA tests. 
For this level (compulsory education), since 2005 the French educational 
system has invented a totally new paradigm with the ‘socle commun de 
connaissances, de compétences et de culture’. But for lycée (secondary high 
school) level, and the baccalauréat, nothing similar has been put in place.

The question of the lycée and its possible evolution tends to be avoided 
by policymakers. The reasons for this abstention have not been studied 
enough, but we have mentioned that the transition between secondary and 
higher education exists in tension between an official position and the reality. 
In the official and traditional position, this transition is transparent and fair, 
through an anonymous examination. The reality is more hypocritical, as 
the access to the best channels of higher education (preparatory classes for 
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grandes écoles) follows other roads than a fair examination, through the 
use of school-based assessment, without any quality control on its validity. 

This hypocritical system is well understood by families who have 
the keys and rules of this social game: it is not in their interests to change 
anything in the baccalauréat organization. Nevertheless, some policymakers 
have recently introduced a proposal to consider schooling at lycée in the 
bigger framework of what is called the ‘bac-3/+3’ issue: according to them it 
is necessary to think of the lycée as a part of a larger system, beginning three 
years before the baccalauréat and ending with a licence at a bac+3 level.

In January 2018, after the completion of this case study, the new 
minister of education Jean-Michel Blanquer announced a reform of lycées 
and the baccalauréat. To a certain extent one could say that these reforms, 
which are based on a report by Pierre Mathiot (2018), address some of the 
criticism presented above. These political decisions, which will result in a 
new baccalauréat in 2021, aim to return to the baccalauréat a clear meaning 
as well as a real function in the educational journey of students. They 
consist, at least for the baccalauréat général (the baccalauréat professionnel 
is not concerned and the baccalauréat technologique only partially) of the 
following changes: 

●● removing the séries described above, meaning that students have to 
choose between more in-depth specialized courses

●● continuing the obligatory teaching of academic culture for all, which 
will include the traditional disciplines of lycées, including philosophy

●● simplifying the final examinations by limiting them to five subjects, 
four of which will be taken in the final year of school: French, the 
two courses (spécialités) chosen by the student, philosophy and an 
interdisciplinary grand oral

●● introducing continuous assessment in the form of national tests
●● ensuring that the content prepares students better for the requirements 

of higher education. The results of examinations will be partially 
included in applications for higher education.

The baccalauréat, which continues to be designed as a collection of 
disciplines, will thus develop a clearer function. One question will be 
whether families and students, particularly the elites, who value a versatile 
baccalauréat (the current scientific série) to keep their options open until 
the entry to higher education will accept specialization at the end of the first 
year of lycée.
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The baccalauréat: From elite 
selection to mass certification 
Jean-Pierre Jeantheau 

How can it be that Chloé, a Réunion Island candidate in the 2017 
examinations for France’s iconic school-leaving diploma, the baccalauréat 
(well described by Roger-François Gauthier), could achieve a final mark 
of 21.29 out of 20 (Bariéty, 2017)? In effect, the final mark is a weighted 
average of all achieved subject examination marks, each subject weighted 
by a pre-determined coefficient reflecting its importance in the specialist 
diploma concerned (e.g. mathematics is weighted 7 and history-geography 
3 in the baccalauréat scientifique). But additional elective tests are available, 
and where marks higher than 10 are achieved in these they are weighted 
appropriately and added to those obtained in the compulsory tests. This 
leads to an increase in the size of the numerator used to produce the weighted 
average mark. The weights associated with the elective subjects, however, 
are not added into the denominator, which therefore remains unchanged. 
The overall result is a higher weighted average mark: for example, 
for the baccalauréat section Sciences/Sciences de l’Ingénieur/spécialité 
Informatique et Sciences du Numérique, the maximum point (20/20) 
in all the compulsory subjects x coefficients = 760 (sum of coefficients x 
subjects = 38). Additional points with optional subjects (for instance, Greek 
and Horseriding) 40 points, additional points with personal work 20. 
Average (and maximal) mark in baccalauréat S = 760 + 60/38 = 21.58 (for 
a simulation, see http://etudiant.lefigaro.fr/bac/simulateur/serie-s/). This 
practice, like many others, is intended to help students who are weak in the 
compulsory subjects but have strengths in sport, foreign languages or arts. 
But students such as Chloé who are strong in the compulsory subjects can 
also benefit from the elective test availability. Hence a final mark higher 
than the maximum of 20 is possible.

How is this practice socially acceptable? It is because the population is 
divided on the meaning of the word ‘success’. The government uses ‘success’ 
to designate the attainment of a pre-determined level as indicated by a 
diploma. The elite understand success in the competitive sport sense: getting 
ahead of others. The first type of success can be achieved by the masses, 
the second by definition cannot. Fifty years ago, passing the baccalauréat 
meant entering the group of ‘the best’, thus reconciling the two meanings of 



129

The baccalauréat

‘success’. These days, by contrast, those failing to achieve the baccalauréat 
are stigmatized. There is in consequence a strong social pressure to gain 
the diploma. For the government a significant drop in the percentages of 
candidates succeeding in the baccalauréat would be seen as evidence of a 
failure to achieve intended political objectives: in particular that by 2000 
80 per cent of the age group should work towards the baccalauréat, an 
objective that has essentially been achieved.

These pressures are additional to budgetary concerns. The baccalauréat 
was estimated to cost between 50 million euros (external costs) and 1.5 billion 
euros (including internal costs) in 2013 (Battaglia, 2013). In this context, 
the baccalauréat could follow the same path as the brevet, the lower high 
school diploma, which is based in part on continuous assessment (Mathiot, 
2018). Failure to obtain the brevet does not impede transition upwards 
through the school, but neither does achieving it open doors to any particular 
further education and training opportunities. At the same time, the need 
for a diploma of some kind as evidence of a degree of successful schooling 
motivates the weakest students to attempt to gain the Certificat de Formation 
Générale (CFG), whose demands are lower than those of the brevet and for 
which annual results do not even appear in the Ministry’s statistical yearbook 
(Ministère de l’Éducation nationale, 2017).

French society speaks of the fight against inequality, focusing 
increasingly on the end rather than the means. There will always be students 
who are ‘better’ than others and, in a hierarchical society, organizations 
that give priority to seeking them out. The diploma, and most specifically 
the baccalauréat, used to be the evidence allowing the best students to be 
identified. It has since become an indicator used by successive ministers 
as evidence of improvement in the achievement of the population, even if 
such improvement is regularly belied by the results of international surveys, 
in particular PISA. And so selection of the best students is postponed by 
extending length of study, or achieved through the use of selection tests 
such as those used by the grandes écoles, or even private higher education 
institutions such as the 42 schools that do not award any end-of-studies 
diploma. Is playing on the meaning of the word ‘success’ going to be enough 
to meet the range of possible social demands placed on the Bac?
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Grade comparability and the 
French baccalauréat 
Sandra Johnson

In his chapter on standard setting in France in this volume, Roger-François 
Gauthier offers a comprehensive, critical and highly informative overview of 
the baccalauréat, identifying some of the social, political and technical issues 
associated with this internationally recognized school leaving diploma. 

From its small-scale beginning as an elitist university entrance 
qualification in Napoleonic times, the baccalauréat enterprise has continually 
grown in scale and cost, quite dramatically so during the second half of 
the twentieth century, as a result of politically driven reforms aimed, with 
limited success (Ichou and Vallet, 2011), at reducing social inequality by 
widening access to this nationally respected qualification (El Atia, 2008). 
The remodelled umbrella qualification now embraces technological (late 
1960s reform) and vocational (mid-1980s reform) specialisms, alongside 
the academic strands of the historic baccalauréat général (scientific, literary, 
economic and social). It is available to candidates throughout metropolitan 
France, and its overseas departments and territories, with examination 
calendars and examination papers necessarily differing from one time zone 
to another (for example, between France and the Caribbean). To give an 
indication of the current scale of provision, the number of candidates who 
presented for examinations in 2017 in metropolitan France and its overseas 
departments was just under 730,000 (Thomas, 2017). Just over half the 
candidates presented for one or other of the three specialisms within the 
baccalauréat général, just under a fifth for one or other of the eight variants 
of the baccalauréat technologique and around a third for one or other of the 
many vocational variants of the baccalauréat professionnel. Overall pass 
rates were high in every case, particularly for the general and technological 
baccalauréats, at just over 90 per cent, and the vocational baccalauréat 
coming in at just over 80 per cent.

The marking of written tests is locally based (i.e. within académies), 
with marker standardization practices resembling those applied in many 
other countries, including the UK. Weighted average marks across all subject 
components determine passes and merit grades (mentions), by reference to 
a 0–20 legacy mark scale. Grade boundaries are fixed at 2-mark intervals, 
with 10 a passing mark. There is apparently no formal attempt, regionally 
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or nationally, through statistical manipulation or otherwise, to modify 
mark distributions or boundary marks in order to address any observed 
potential drift in attainment standards over time, or at least such practices 
are rarely publicly recorded (Studer and Minot, 2018: 13, offer a rare 
example). If pass rates and the proportions of candidates gaining mentions 
are genuine indicators of achievement standards, then the evidence is that 
standards have indeed been rising over time: an overall 75 per cent pass rate 
across all types of diploma in 1995 increasing to almost 90 per cent 20 years 
on (Thomas, 2017). But are the increases in every type of baccalauréat 
indicative of rising achievement? Or do they have to do with the gradual, 
unintended development of less difficult examination papers over time, or 
of relaxing marking standards? If we can say nothing about marking and 
grade comparability over time, or across diploma types and specialisms, 
what is known about potential, long-standing differences across académies 
within metropolitan France, and between these and overseas locations? Are 
mentions of très bien in the baccalauréat littéraire for candidates assessed 
in Montpellier, Lyon, Corsica or Guadeloupe equivalent, as assumed 
worldwide? 

Both Erasmus and PISA have served to focus domestic and 
international attention onto the baccalauréat, with questions about utility 
and technical quality newly emerging. There must inevitably be injustices to 
students in the system – but given the continuing dearth of relevant research 
their nature and scale remain unknown, and fairness in assessment and 
future work and education opportunities left in question. 
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Chapter 8

Standard setting in Georgia: 
The Unified National 
Examinations 
Natia Andguladze and Iwa Mindadze 

There is a growing debate around examination standard setting 
methodologies in many countries. Standard setting is a procedure of 
classifying examination results in several performance levels. However, not 
all countries set achievement standards in their examinations. To examine 
the wider contextual factors that contribute to the absence of standard setting 
in examinations, we use Georgia’s Unified National Examinations (UNE), 
where admission examinations are cohort-referenced and the pass score is 
set just above what an applicant would have scored by guessing multiple 
choice examination item responses randomly. The UNE were introduced 
to combat corruption in university admissions, and the examinations have 
served this purpose. But studies indicate that a large proportion of students 
entering academic programmes are not university ready. A logical response 
to the issue would be setting minimum entry performance levels. There 
is, however, no discussion around minimum qualifications for university 
readiness. We argue that the absence of a debate is largely an effect of the 
current cost-sharing financing arrangement in the higher education system. 
The state is unable to financially sustain higher educational institutions, 
and universities have to compensate for the lack of public funding through 
increasing admissions numbers. The current university admissions system 
is a compromise balancing the interests of students, universities and the 
state against the growing demand for higher education and the country’s 
inability to provide quality education. Introducing minimum standards 
in UNE, without reforming the university financing system or raising the 
quality of teaching in schools and alternative educational opportunities, 
would negatively affect universities’ financial stability and increase the 
share of youth outside education and employment. 



Natia Andguladze and Iwa Mindadze

134

Introduction
Located between Western Asia and Eastern Europe, Georgia shares its 
borders with Russia to the north, Armenia, Azerbaijan and Turkey to the 
south and the Black Sea to the west. Its de jure territory is 69,700 square 
kilometres. The country’s population was approximately 3.7 million as of 
2015, with over 1.8 million living in the capital city Tbilisi. Eighty-four 
per cent of the population is ethnic Georgian. Other major ethnic groups 
include Abkhazians, Ossetians, Armenians, Azerbaijanis, Russians, Kurds 
and Greeks. Over 300,000 citizens are displaced from Abkhazia and South 
Ossetia, that is, Georgian territories that the Russian Federation occupies. 

There are 2,320 schools in Georgia, with 506,659 students in public 
schools and 52,756 students in 236 private schools. General education is 
offered at three levels: primary education (six years), basic education (three 
years) and secondary education (three years). Primary school is the first 
part of the nine-year compulsory education. Students normally start at the 
age of six. There is a basic curriculum for each of the six primary classes. 
Students are taught Georgian language and literature, mathematics, history, 
natural sciences, arts, ICT, civic security and sports. The first foreign 
language must be introduced no later than the third grade. Transition to 
the next grade is automatic under the condition of regular attendance and 
a positive evaluation from the teacher. Basic education (7th–9th grades, 12 
to 14+ years old) is the second stage of compulsory schooling. The school 
programme includes Georgian language, mathematics, history, geography, 
civic education, physics, chemistry, biology, arts, ICT, civic security and 
sports. The second foreign language is introduced in the 7th grade. Once 
compulsory basic education is completed, students can either continue onto 
secondary education, enter the first, second or third levels of professional 
education (UNESCO International Standard Classification of Education 
(ISCED) 2011 level 3 vocational stream without direct access to ISCED 
2012 level 6 programmes), or leave the education system altogether. 
Secondary education covers grades 10 through 12. Typically, students enter 
at the age of 15. Attending secondary school is voluntary. The Constitution 
guarantees free-of-charge access to primary, basic and secondary education.

At the completion of secondary education (level 3 of the ISCED 
or ISCED 3), students take national school leaving examinations. 
Examinations are also set at the entry of the secondary vocational education 
stream (ISCED 3), post-secondary education stream (ISCED 4) and higher 
education (ISCED 6). None of these examinations are school-based, 
and the examinations are used solely for the purpose of judging student 
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competency. Current school accountability mechanisms do not use student 
performance in any of the above-mentioned examinations as school and/or 
teacher performance indicators. 

This chapter is limited to issues related to the UNE. The examination, 
as with all other state commissioned examinations in the education field, is 
run by the National Assessment and Examinations Centre (NAEC). NAEC 
is an independent legal entity of public law under the Ministry of Education 
and Science (MoES) of Georgia. The Minister of Education and Science and 
the Prime Minister appoint the NAEC director. NAEC is financed by and 
accountable to the Ministry. NAEC is also responsible for the development 
and administration of school leaving examinations, vocational programme 
entry examinations, graduate programme (ISCED 7) examinations, teacher 
subject matter examinations, the administration of international studies 
(PIRLS, TIMSS, PISA, etc.) and national assessments in education.

Participation in the UNE is a prerequisite for entry into ISCED 
level 6 programmes in state authorized higher educational institutions. 
Students with secondary education are eligible for UNE examinations. 
Based on their performance in the examinations, students are enrolled in 
university programmes and are awarded state merit-based grants. Among 
eligible candidates, needs based grants are also awarded based on student 
performance in the examinations because students eligible for needs based 
grants are ranked by their UNE scores and then the best achievers receive 
the grant. Approximately 50,000 applicants participate in the examinations 
every year, and about 40 per cent of these applicants gain entry into 
university programmes. In 2014, the enrolment rate was estimated at 39 
per cent.

Table 8.1: Gross enrolment rates in education (%)

Level of education 2008–
2009

2009–
2010

2010–
2011

2011–
2012

2012–
2013

2013–
2014

Primary (ISCED 1)1 104 103 103 105 104 102
Basic (ISCED 2)1 97 99 101 99 101 102
Secondary (ISCED 3)1 83 91 84 75 74 79
Tertiary  (ISCED 6)2 26 29 31 29 35 39

Source: 1 Centre for Education Management 
Information System, 2014; 2 World Bank data bank

Note: Gross enrolment rate is the total enrolment in a specific level of education, 
regardless of age, expressed as a percentage of the eligible official school-age 
population corresponding to the same level of education in a given school year.
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The main reason for introducing the UNE was the elimination of 
corruption in university admissions. Corruption in Georgia has been a 
longstanding issue, permeating all areas of social and economic life. As a 
Soviet Republic, Georgia stood out for its high level of corruption. In the 
1970s, coverage of corruption in the Soviet press indicated that all areas 
of administration were affected (Law, 1974). Along with health services, 
the judiciary and housing, there were documented cases of corruption in 
educational institutions. In 1973, the Soviet press announced the removal 
of the Rector of the Tbilisi Medical Institute from his post for ‘extremely 
flagrant violations of socialist legality and criminal actions’, including 
manipulating the entrance examinations at the Institute ‘to the benefit of 
his own pocket’ (Law, 1974: 101). This was far from being an isolated 
case. According to a personal account, to enter an institute of higher 
education, ‘payments to the “right people” were absolutely necessary’ 
(Levy, 2007: 428).

The problem persisted after the break-up of the Soviet Union: ‘bribes 
ranged from US$8,000 to US$30,000, depending on the prestige of the 
programme, according to a 2004 survey’ (Rostiashvili, 2004). While most 
students paid bribes to tutors who served on university examination boards, 
politicians would trade their political support directly with the rector to 
gain university entrance for their family members. Only outstanding 
students would be able to gain admission based on their performance. For 
poor students and students from outside regional centres, the system did not 
provide much of a chance at success (World Bank, 2012).

Unsurprisingly, the primary objective of the education reform 
initiated in 2004 was to combat corruption in the education system. 
Work on a new admissions system started long before the reform, under 
a World Bank financed, large-scale reform preparation project. The first 
Unified Admission Examinations were introduced in 2005 to eliminate 
corruption in the university admissions process. Prior to this reform, 
universities had full freedom to decide on the number of students to enrol 
and the procedures for enrolment. The government of Georgia centralized 
the admissions process and linked it to achievement on standardized 
examinations. Because the government also changed the university-
financing system, the new examination system was used to identify merit-
based grant recipients. 

NAEC prepares and administers examinations based on the 
examination framework that the MoES approves. The framework design 
rests on the premise that the examinations are to assess an applicant’s 
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ability to succeed in university studies. However, the primary objective of 
the examinations is to function as an objective selection tool for university 
admission and student grant allocation. At the undergraduate level, the 
system does not allow universities to make decisions on an individual 
applicant’s admission; at the application stage, applicants can choose 
20 different programmes and list them by preference. After UNEs are 
administered, applicants are ranked within the programmes of their choice 
by their examination scores. Ministry officials cannot award grants (full or 
partial tuition waivers) to individual students either. Admitted students are 
awarded grants based on their UNE scores and the programme of choice. 

In 2005, all applicants had to take three mandatory examinations in: 
the Georgian language, a foreign language and a general aptitude test. In 
time, other examinations were added so that university programmes could 
ask for an additional, fourth, subject-specific examination. For example, 
medical schools require an additional examination in chemistry, while 
economics programmes require an examination in mathematics. Also, some 
universities give applicants choice among various field-specific examinations. 
For example, to apply to a programme in medicine, students can take an 
examination in chemistry, physics or biology. Field-specific examinations are 
offered in literature, civic education, history, geography, arts, mathematics, 
chemistry, physics and biology. Universities usually require one field-
specific examination in addition to the three mandatory examinations. The 
Ministry sets the minimum threshold on each examination. However, every 
university programme decides on the weight assigned to each examination 
and the additional fourth examination for its programmes. Universities can 
also set so-called ‘minimum competency’ requirements above the minimum 
threshold.

Entry requirements are different for applicants who finished school 
in ethnic minority language schools (Azerbaijani and Armenian) as well 
as students taking examinations in the Ossetian and Abkhazian languages. 
These students are required to take only one examination, the general 
aptitude test. The examination is offered in three ethnic minority languages 
(Russian, Azerbaijani and Armenian). Some university programmes (e.g. 
sports, arts, music) administer additional, university-based examinations. 
All UNE examinations are offered in Georgian and Russian. 

The assessment process 
NAEC subject matter units develop the UNE examinations based on 
the content standards provided in the national curriculum. The subject 
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matter groups also consult with teachers and subject matter experts to 
develop test specifications. The review team is provided with statistical 
analysis of the previous year’s UNE examinations. Test items (and open-
ended item rubrics) are reviewed by subject matter experts and teachers to 
ensure that they conform to the examination framework (e.g. evaluation 
of content validity to ensure that subject related skills and knowledge are 
appropriately covered). Some of the items are pre-tested with a group of 
volunteer applicants to assess item difficulty, discrimination and gender 
differential item functioning. Volunteer applicants are selected both 
from urban and rural schools so that the pilot group is representative 
of the UNE applicant population. Over 1,000 volunteers participate in 
the pre-test in every examination each year. The numbers vary for each 
examination. The NAEC research team runs pre-test statistical analysis 
and provides the information to the subject matter teams. Based on the 
item pre-test statistics, subject matter teams choose or modify the pool of 
examination items. 

All examinations include a mix of open- and closed-ended items 
of low, medium and high difficulty (see sample items in Annex 1). Short 
answer, essay and computational items are used in open-ended items. 
Closed-ended items are usually true or false, matching or multiple choice. 
Each examination has three or more versions. All examinations are cohort-
referenced in order to identify the best achieving students to award merit-
based grants. The examinations programme is posted online a year prior to 
the examinations. The programme describes the content of the examinations 
and the skills that applicants should demonstrate. 

Examinations are administered once a year in 14 centres around 
Georgia. Entrance examinations are printed abroad. The rationale behind 
using this arrangement is to ensure that examination content remains 
confidential. The sealed examinations are sent back to Georgia and 
delivered in police cars to the vaults of the National Bank, where they are 
stored until examination day. Some 700 local proctors undergo training to 
monitor the examinations. Examinations are identified by barcode rather 
than student name to help eliminate bias during marking. Closed-circuit 
cameras are installed in every examination room. This was originally 
done to detect and prevent illicit practices by students and proctors but 
later on became a tool for parents to monitor the process from a waiting 
room outside.

Since 2008 NAEC has used eMarking to score open-ended items. It is 
a blind, double-marking process. Each item is marked by two scorers who 
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work independently from each other. Expert scorers from NAEC subject 
matter teams monitor scorer agreement. Scorers are usually subject matter 
teachers or university professors who are trained by the NAEC subject 
matter teams. Each year, there is approximately 30 per cent rotation in the 
scoring team.

Applicants can access their examination results using unique login 
information they are provided with. Using that, they can access their 
examination papers, scoring guides and their scores on each of their 
examination assignments. After getting access to their marked examination 
papers, applicants have two weeks to appeal. 

After scoring is complete, raw scores are converted into scaled scores. 
Because there are usually multiple versions of one examination (e.g. English 
language), scores across different versions of the same examination are first 
equated using percentile rankings. Scores are then standardized to make 
different subject examinations comparable using the mean scores of each 
subject examination. Passing scores in all examinations are set just above 
the score an applicant would obtain by guessing closed-ended question 
responses randomly. 

Examination predictive validity studies are conducted in two-
year rounds. The most recent validity study shows that the strength 
of the relationship between student Grade Point Average (GPA) and 
their performance in university examinations varies by university. The 
relationship is higher in more prestigious private universities, and lower 
in the least prestigious universities that enrol students with the lowest 
performance on the examinations. For example, in one of the country’s 
most selective universities, the correlation is stronger between Georgian 
language and GPA (r = 0.38) than with the general aptitude test (r = 0.30) 
or English examination (r = 0.25). Also, the relationship between GPA and 
examination scores is more pronounced during the first semester of studies 
and decreases over time (NAEC, 2009). 

Assessment approaches and their social effects and 
implications
The introduction of the UNE has arguably met its objective to eliminate 
corruption. It has also been claimed that the UNE has improved access to 
higher education for students from outside the capital (World Bank, 2012). 
A decade after the first round of examinations, the wider public as well 
as the school community still trust the UNE. According to a 2013 survey 
(CRRC, 2013), the majority of Georgians, when asked about ‘the best way 
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of organizing admissions to university in Georgia’, chose unified admissions 
to universities (see Table 8.4 in Annex 2). The majority of teachers, school 
principals and parents believe that the UNE were a ‘very successful’ or 
‘successful’ reform (see Table 8.5 in Annex 2). 

There is, however, growing concern over some characteristics of 
the Georgian education system that are indirectly linked to the university 
admission system, specifically the methodology of identifying the passing 
score in the UNE. Recent labour market studies point towards a skills 
mismatch resulting in a high unemployment rate among Georgian youth. 
The skills mismatch has been partly explained by the quality and relevance 
of vocational and tertiary education programmes. But, the studies also 
point towards an oversupply of higher education graduates (Bartlett, 2013; 
Bardak, 2011; World Bank, 2013). 

Each year, about 70 per cent of secondary school graduates apply 
to universities, and an increasing number of these students are enrolled 
in undergraduate academic programmes. Not all students, however, 
are academically prepared for university programmes. As a number 
of international assessments have shown, a large share of Georgian 
students reaches the secondary level (ISCED 3) without basic reading and 
mathematics skills. For example, the Programme in International Student 
Assessment 2015 results show that over half of the 15-year-old population 
in Georgian schools perform below the baseline level (level 2) in reading, 
‘at which students begin to demonstrate the reading skills that will enable 
them to participate effectively and productively in life’ (OECD, 2016: 164). 
These students could be considered functionally illiterate. Twenty-five per 
cent perform at the basic proficiency level, and the remaining 23 per cent 
perform above the baseline level. Reasonably, many Georgian students who 
perform below the baseline level in reading will find it very challenging to 
study in a university. 

There is a growing understanding that enrolment in academic 
programmes is an issue. The Minister of Education and Science has recently 
announced the ministry’s plan to raise the passing score for the UNE. The 
underlying rationale behind the plan is to raise university entry standards. 
However, in the absence of performance standards in the examinations, 
it remains unclear what the new minimum passing score would mean for 
students and universities. It could be argued that the existing pass score 
setting approach creates a communication problem among the parties 
involved. We would argue that using a standard setting methodology in 
the pass score identification process would give universities the opportunity 
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to make better informed decisions on passing scores for enrolment in their 
programmes. It would also give schools information on the gaps in their 
students’ knowledge and provide students with a better understanding of 
their readiness for university examinations. 

It is worth noting that using standard setting in examinations is an 
established practice in Georgia. NAEC uses standard setting in teacher 
certification examinations and national assessments. Standard setting in 
certification examinations is based on the Angoff method. In the National 
Assessments of Educational Achievement, the bookmark standard setting 
method is used. The experience could be applied to UNE. However, 
larger contextual factors would greatly hinder the possibility of such 
a change in the UNE. We argue that the existing pass score identifying 
approach is tightly linked to other system characteristics. Transforming 
UNE examinations requires reforming (1) university financing schemes, 
(2) university accountability mechanisms and (3) technical and vocational 
education programmes. Understanding these three aspects of the education 
system in Georgia sheds light on the challenges that the system could face if 
UNE moves to a standard setting model.

University financing
Public spending on tertiary education is very low, and tertiary education has 
relied heavily on student tuition fees which come from students’ households. 
Approximately 1.2 per cent of the total government budget is allocated 
to tertiary education, which is significantly less than in most developed 
countries, including those of the former Soviet and Communist bloc (e.g. 
2 per cent in Estonia and 2.4 per cent in Poland (OECD, 2016)). 

Research funding is also low in Georgia. Public and private spending 
on research as a share of GDP in Georgia (0.2 per cent) is well below the 
average for middle-income countries (0.6 per cent), the Commonwealth 
of Independent States (0.4 per cent) and Central and Eastern European 
countries (0.9 per cent). Because income generation capacity is low and 
philanthropic funding is rare, Georgian universities are largely dependent 
on student tuition fees. Seventy per cent of public university sector revenues 
and almost 100 per cent of private sector university revenues come from 
student tuitions. Even the two largest research universities generate over 
half of their revenues from student tuition fees. 

This financing arrangement is a result of a cost-sharing policy. The 
government promoted and implemented the policy in 2004 together with 
other neo-libertarian reforms in the field of education (e.g. school choice 
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and the ‘money follows student’ financing modality in secondary education) 
following the Rose Revolution. These reforms have shaped the current 
education landscape in the country.

With little to no other funding sources besides individual 
contributions, universities are highly dependent on enrolment numbers. 
Therefore, the government has gradually allowed universities, both public 
and private, to increase the enrolment quotas. From 2005 to 2011, the 
number of available seats in academic programmes increased by 120 per 
cent. As a result, the admissions rate increased from 53 per cent in 2005 to 
77 per cent in 2011. The enrolment rate increased from 26 per cent in 2009 
to 39 per cent in 2014. 

Table 8.2: TE application and admission statistics in 2005–2012, 
academic programmes only

Year Available seats
Number of 

applicants / number 
of available seats

Admissions rate 
(%)

2005 17,501 1.8 53
2006 19,714 1.7 59
2007 15,501 2.5 49
2008 15,779 1.5 76
2009 25,054 1.2 80
2010 33,681 1.1 70
2011 33,988 1.0 77
2012 38,738 0.9 76

Source: The author’s calculations based on the data base provided 
by the National Assessment and Examination Centre 

University accountability
The current university accountability system is also a piece of the puzzle. 
All the accountability mechanisms developed since 2005 focus on inputs. 
Currently, Institutional Authorization (IA) determines the enrolment 
quota. IA is basically a mechanism to regulate enrolment rates. Programme 
accreditation awards the right to introduce/maintain undergraduate or 
graduate programmes and is implemented through a peer review of education 
programme proposals. Peer evaluation is also used to periodically assess the 
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quality of programmes through face-to-face interviews with students and 
university professors. 

Other accountability mechanisms are absent from the system, and 
information on the quality of education processes is not available to the 
wider public. There is not a single piece of information about the processes, 
student engagement, student learning outcomes, or any quality indicator 
available to the public except for the number of applicants per available seat 
or the mean examination scores of applicants. 

Moreover, unlike arrangements in many other countries, universities 
are not held accountable for the quality of teaching or research. Since 
universities are not held accountable for their outcomes, including for 
what their students learn, no one can truly judge the quality of their 
programmes. Because outcomes do not matter, universities as institutions 
are not concerned with the university readiness of their students. Most 
universities set low entry barriers by assigning lower weights to more 
challenging examinations. In 2016 university admissions, of 74 public and 
private universities, only five universities set a so-called ‘competency limit’ 
above the default minimum threshold in one or more examination. For 
example, Tbilisi State University, the largest and oldest research university 
in the country, set its threshold at 40 per cent of the maximum score in 
every required examination for all programmes. Yet the requirements are 
not linked to standards. 

Other post-secondary educational opportunities
As the discussion above shows, many students who aspire to study in 
post-secondary academic programmes are not ready for them. The newly 
appointed Minister of Education and Science has raised the issue of increasing 
university entry requirements and has devoted lengthy public speeches 
at universities and on social media to the subject, addressing students 
about the importance of making good career choices based on personal 
aspirations and disregarding social pressure. These students need to have 
alternative, attractive and less academically challenging post-secondary 
educational opportunities. However, these opportunities are limited. After 
the break-up of the Soviet Union, the system of vocational educational 
institutions collapsed. Technical colleges were left with very little funding, 
resulting in the deterioration of the quality of teaching staff, equipment 
and infrastructure. Currently, ISCED 3 and ISCED 4 level programmes can 
accommodate only about 15 per cent of secondary school graduates (see 
Table 8.3 below). Raising the bar on UNE would result in a further increase 
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in the share of youth not in employment, education and training (NEET) 
which is already very high compared to all EU countries. According to 2013 
National Household Survey data, Georgia registers a NEET rate of 31 per 
cent for the 15–24 age group, which is 18 per cent higher than the EU 
average and 11 per cent higher than Bulgaria, the country with the highest 
NEET rate among EU countries (Bardak et al., 2015).

Table 8.3: Capacity of ISCED 3 and 4 (2011) Level State Providers 
in 2010

  Georgia Tbilisi Regions
Number of state colleges 20 7 13
Number of available seats 7362 2638 4724
Share of available state funded places (%) 62.5 58.2 64.9
Number of applicants 7385 3719 3666
Number of enrolled students 5042 2387 2655
Share of state funded students (%) 63.4 56.8 69.3

Source: MoES, 2011

Discussion
In many countries, setting performance levels is a part of the examination 
process and has strong implications for students, and in some education 
systems, for schools and educators as well. Therefore, the methodologies 
used in setting performance levels have drawn increasing attention from the 
education and research communities. 

Internationally, not all examinations use performance levels to 
define cut-off scores. One such example is the UNE in Georgia that has 
been used in university admissions since 2005. The cut-off scores in the 
examinations are set just above the score an applicant would obtain by 
guessing closed-ended question responses randomly. Judging from the 
distribution of students by proficiency levels in national and international 
assessments, many of the students who enter higher educational institutions 
do not have the literacy and numeracy skills needed to succeed in university 
studies. Since the UNE’s introduction, the education community has 
remained comfortably numb about the absence of standard setting in 
what is arguably the country’s most widely covered and discussed set of 
examinations. We argue that an important determinant of the country’s 
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choice of the examination model is the current set of financing and 
accountability policies and practices.

There is very little research on how examinations are related to 
wider contextual factors. Noah and Eckstein (1989) reviewed examination 
systems in eight countries and identified contextual and wider policy 
characteristics that define the countries’ examination systems. The authors 
claimed that the characteristics of examination policies and practices 
represent trade-offs among competing values and ‘while seeking to increase 
perceived benefits in one direction, a nation almost inevitably gives up 
some benefit or exacerbates some problem in another direction’ (Noah and 
Eckstein, 1989: 17). 

Noah and Eckstein used the United States as an example of rejecting 
traditional extended-answer type examinations due to the high financial 
and logistical burden in the face of a growing number of applicants. Thus, 
the trade-off was made between validity on the one hand and accessibility 
and objectivity of examination systems on the other hand. In 1976, Japan 
introduced a two-stage examination system – examinations administered 
both at schools and by universities – giving higher educational institutions 
more control over the make-up of their student population. The trade-off 
of the change has been a high cost for the families of candidates as the 
additional examinations have led to thousands of dollars in post-school 
preparation costs and travel costs associated with going to distant cities to 
sit for the second-level examinations. In the late 1980s, France diversified 
its unified school leaving examination (the baccalauréat) into a complex 
examination system to accommodate the growing variability in competencies 
of school graduates. From a single nationally comparable examination 
administered to all candidates, the baccalauréat was transformed into an 
examination system with a strongly demarcated hierarchy of prestige with 
mathematical options at the top and vocational options at the bottom of the 
hierarchy. The cost of the diversification has been the loss of comparability 
across candidates, a problem that, as Noah and Eckstein claimed, further 
exacerbated the devaluation of Baccalauréat due to the devolution of 
examination administration responsibilities to regional academies (Noah 
and Eckstein, 1989).

Georgia provides an interesting case for examining how wider 
systemic characteristics determine the design of examinations and specifically 
the absence of standard setting from examinations. In Georgia, there are 
some wider contextual factors that are very different from those of other 
countries. The most important function of the university examinations is 
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to keep admissions and grant allocation free from corruption. Also, unlike 
many countries with high stakes examinations in place, Georgia does not 
use examinations for accountability purposes, for example to evaluate 
school or teacher performance. 

Two distinctive features specifically relevant to examination 
standards are that the largest share of university revenue comes from 
student tuitions, and universities are not held accountable for the quality 
of educational processes or student outcomes. So, even if universities 
enrol students who are going to fail, there are no mechanisms for holding 
universities accountable for student failure. The combination of these 
two factors provides incentives for a majority of universities to enrol 
as many students as they can irrespective of the students’ readiness for 
university study. 

Setting minimum admissions competency in terms of standards 
would be a very challenging task considering the skills of the students at the 
bottom of the distribution. We argue that defining minimum competencies 
for university readiness or acquisition of the competencies covered in the 
school curriculum would exclude many students who would otherwise 
find a place in universities. This would translate into decreased enrolment 
numbers in many, particularly public, universities in the regions and the 
traditionally least popular programmes such as education and the sciences. 
Universities would lose a considerable share of their revenue and would be 
forced to close some programmes. Moreover, if some of the students who 
currently study in universities were rejected, they would be forced to look for 
admission at ISCED 4 and ISCED 3 level programmes, which do not have 
the capacity to accommodate them. Thus, if setting standards in admission 
examinations raises the bar, ceteris paribus, then the proportion of youths 
outside the labour market, education and training, which is already high by 
any standard, will rise more. 

The cost-sharing policy in higher education has had its price. In 
Georgia the price seems to be the quality of education which has many 
manifestations, deliberate and unintended, such as the absence of 
performance related accountability instruments in schools and universities. 
The absence of minimum standards in university admissions seems to be the 
compromise that the government and education community have reached, 
leading to a quiet equilibrium which balances the interests of students, 
universities and the state against a background of growing demand for 
higher education and the country’s inability to provide quality education.
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Annex 1. Sample items from the UNE examinations

Figure 8.1: Sample items from 2016 Mathematics examinations (a full 
version of the examination is available from: www1.naec.ge/images/doc/
EXAMS/math_2016_final_eng.pdf)

http://www1.naec.ge/images/doc/EXAMS/math_2016_final_eng.pdf
http://www1.naec.ge/images/doc/EXAMS/math_2016_final_eng.pdf
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http://www1.naec.ge/images/doc/EXAMS/math_2016_final_eng.pdf
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Figure 8.2: Sample items from 2016 English language examinations (a full 
version of the examination is available from: www1.naec.ge/images/doc/
EXAMS/eng.abit.%201.%202016.pdf)

http://www1.naec.ge/images/doc/EXAMS/math_2016_final_eng.pdf
www1.naec.ge/images/doc/EXAMS/eng.abit.%201.%202016.pdf
www1.naec.ge/images/doc/EXAMS/eng.abit.%201.%202016.pdf
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Annex 2. Additional tables
Table 8.4: Public opinion on ‘What is the best way to organize 
admissions to the universities in Georgia?’

Frequency distribution (%)
Unified admissions managed by a centralized body and based on 
standardized exams

47

Admission managed by universities based on standardized exams 14
Universities managing both exams and admission 15
Other 0
DK/RA 24

Source: CRRC, 2013. Retrieved from http://caucasusbarometer.org/
en/cb2013ge/UNIVADM/ (accessed 11 August 2016)

Table 8.5: School community’s attitude about the degree of the 
success of UNE reform intervention

How would you rate the degree of 
success of the reforms (in %)?

School 
principals Parents Teachers

(n = 165) (n = 3237) (n = 194)
Very successful 51.3 24.5 31.4
Successful 41.5 57.3 55.8
Neither successful nor unsuccessful 2.3 5.2 5.8
Unsuccessful 0.4 3.6 4.6
Very unsuccessful 0.4 2.1 1.1
Don’t know 4.1 7.3 1.4

Source: NAEC, 2015
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Are low standards the same 
as no standards?
Steven Bakker 

Since the Rose Revolution in 2003, Georgia has made important steps 
in banishing the pervasive corruption it inherited from the time it was a 
Socialist Soviet Republic. Major accomplishments that are still recognized 
by the public at large are the reorganization of the police force and replacing 
the many university-run entry tests with the Unified National Examination 
(UNE). The chapter written by Andguladze and Mindadze illustrates the 
necessity of this measure by the time of its introduction in 2005, but argues 
that the UNE is not used as a standards-based hurdle to separate those who 
would be fit for academic studies from those who are not, a function it 
should in fact have.

The UNE is a professionally set and administered large-scale high-
stakes test, the quality of which in all its aspects can easily compete with 
similar tests in countries with much longer experience in public examinations. 
The UNE definitely has an in-built standard: its test components represent 
the knowledge and skills field experts believe a candidate eligible for 
university studies should be able to demonstrate. Such a standard, not 
supported or operationalized by validated standard setting methods, is not 
uncommon. Certainly in countries with a long tradition in administering 
national exams, standards are communicated by agreed pre-defined cut 
scores that aim at keeping the percentage pass scores the same from one 
year to another. This approach is justified by the assumption that the overall 
abilities from different cohorts do not differ significantly, and exams may be 
set with the pre-defined cut scores in mind, if they do not differ significantly 
in difficulty grade, from one year to the other. The origin of such cut scores, 
for example 50 per cent of the maximum score, is buried somewhere in 
history but nobody seems to bother too much about where they came from. 
Yet another example is the standardized admission tests such as the US SAT 
that does not come with any cut score at all. Users set their own, based on 
what has proven over time to be the minimum score needed for being a 
successful student at their institution.

UNE exams are standardized: a test matrix is implemented, the 
difficulty grade is kept constant over the years using pre-test data, and a 
conscious decision underlies the minimum score for passing. The problem 
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the authors address, though, is the fact that the minimum scores decided 
by the Ministry of Education and most individual universities do not 
reflect the minimum competence that experts in charge of setting the tests 
believe students should demonstrate in order to be eligible for academic 
studies; rather, they are kept deliberately low to avoid high failure rates. 
The chapter written by Andguladze and Mindadze shows that this is in 
the interest of most stakeholders: the Ministry is not stuck with a sizable 
number of school leavers that have no place to go, students have easy access 
to tertiary education, and universities keep financially afloat. Critics will 
maintain that this is the price of low-quality education and point to the over-
representation of students at the lowest levels of the National Assessments of 
Educational Achievement (set using a traditional, validated standard setting 
method). Others may reason that it is only fair for the cut scores to keep 
step with the low level of knowledge and skills that currently emerge from 
Georgian public education. Following the intended gradual improvement of 
the quality of the educational system, especially the quality of teachers and 
school leaders, they should raise over time, though, to match the academic 
standards applied in most modern economies. Then the moment will arrive 
to bring together representative panels to agree on described minimum 
competence levels for eligibility to academic studies, and scientifically valid 
methods to implement and safeguard these over time.
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Social needs and 
standard setting
Gordon Stobart 

This is an important case study of an examination which is designed to 
meet particular social needs: fair selection for university that encourages, 
because of the university funding system, mass entry into higher education. 
It illustrates the social determinants of any exam system and some of the 
trade-offs that have to be made in operating a selective examination.

The authors are to be congratulated on their thoughtful, open and 
critical account of the purposes and uses of university entrance examinations 
in Georgia. They make it explicit from the outset that the Unified National 
Examinations (UNE) have primarily been developed to combat corruption 
in university selection, corruption that was endemic in all walks of life in the 
Soviet era (see Bethell and Zabulionis, 2012). To this end the emphasis has 
been on the integrity and reliability of the system rather than on the validity 
with which it selects for the demands of university study. 

This is in part because a key driver in the standard setting process is 
university funding. In a country where funding for education is comparatively 
low, and universities depend overwhelmingly on student fees, large numbers 
of fee-paying students need to pass the UNE. This is unlike many countries 
where universities select, rather than recruit, students; thus standard setting 
is used to ration the numbers qualifying for higher education. However, 
the principle is the same: the selection processes for higher education, as an 
agent of the social system, influence standard setting.

The authors are clear that the Georgian UNE is not a traditional 
standard setting examination based on some form of criterion-related 
standards. Like, for example, the American system, the grading task is to 
determine cut scores and to provide a normative distribution. They recognize 
the lack of information this provides in terms of what students know and 
can do. The more serious problem, however, is the low level of performance 
that university recruiters accept in order to fill places. This means that the 
system is setting cut scores ‘just above the score an applicant would obtain 
by guessing close-ended responses randomly’ (p. 144). So students are 
knowingly being selected for university with skill levels that mean they will 
not cope. From outside the system, one is tempted to ask why the exam 
board tolerates this. From within the system, in which vocational training 
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is even weaker and youth unemployment is at a comparatively high 30 per 
cent, there may seem little room for manoeuvre.

Returning to the integrity and reliability of UNE, Andguladze and 
Mindadze show how Georgia’s assessment system is capable of sophisticated 
standard setting procedures. The dilemma is that they are not validly used 
in the UNE. The pressures to have as many students as possible pass means 
that standard setters are not making qualitative decisions to select those 
students who may benefit from a university education. 

Paradoxically, given the quality assurance procedures in place to 
prevent fraud and bias, I would see the exam system as having leapfrogged, 
in terms of technology and quality, some of the more traditional systems, 
which are still trying to extricate themselves from old examination 
processes. Georgia has pre-testing, double-marking of anonymous scripts, 
high security around the development and delivery of papers and reliability 
checks during marking. Consideration is given to minority groups and 
students can access their results and appeal them. These features all point 
to a system determined to offer fair examinations. As a result, the UNE 
appears to enjoy high public and political support, a key requirement of any 
public examination system.

I was left curious as to why the results are not being used for any 
form of school accountability. This has proved irresistible for policymakers 
and educational authorities elsewhere. What are the social forces preventing 
it? This is not to argue that using results for school accountability is 
necessarily a social good, but what incentives do schools have to improve 
the performances of their students if most can qualify for university? The 
question also applies to higher education. We have no information on the 
quality of the outputs from the system. Is it more about keeping students 
for funding purposes than developing their learning? In what ways does 
the system need to change, and what is the role of the UNE, particularly 
its standard setting role, in this? Just as impressive steps have been taken to 
produce a fair examination, what steps can be taken to improve its validity 
with its main purpose selection for the demands of higher education, which 
is not happening at present?

A major contribution of this case study is to raise wider questions 
about the social purposes of examination systems, the compromises they 
involve and their integrity in meeting these demands. Standard setting is not 
an autonomous process. It is part of a complex social web.
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Chapter 9

Standard setting in Ireland: 
The Leaving Certificate
Hugh McManus 

Introduction
Ireland
Ireland is a sovereign state that covers 83 per cent of the island of Ireland, 
the second largest island in the British Isles and part of the continent of 
Europe. It has a population of 4.8 million (2016 census). It was part of 
the United Kingdom until the establishment of the ‘Irish Free State’ in 
1922. Full independence came with the adoption of a new constitution in 
1937, which named the state ‘Ireland’ (or ‘Éire’ in Irish), and the country 
was officially declared a republic in 1949. The remaining 17 per cent of 
the island of Ireland forms Northern Ireland, which remains a part of the 
United Kingdom. While Ireland’s first official language is Irish, the mother 
tongue of the great majority of the population is English.

Ireland is a member of the European Union. It has a modern 
knowledge economy, relying on services and high-tech industries. Its GDP 
per capita consistently ranks it nominally among the wealthiest countries in 
the world, but its GNP is significantly lower than its GDP, due to the large 
number of multinationals based there.

Education system and the Leaving Certificate
The minimum school leaving age is 16, which generally coincides with the 
end of lower second-level education. However, there is a retention rate of 
over 90 per cent to the end of upper second level, and Ireland has a large and 
growing proportion of tertiary graduates. The proportion of the population 
aged 25 to 34 having a tertiary qualification is the second highest in the EU, 
at 52 per cent (OECD, 2016). 

Upper second-level education is referred to as senior cycle, and 
students are typically 18 years old on completion. This cycle consists of 
an optional Transition Year, followed by a two-year Leaving Certificate 
programme, of which three variants are available. The vast majority of 
students follow the Established Leaving Certificate programme or the 
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Leaving Certificate Vocational Programme, which are almost identical, 
to the extent that the students of the latter programme are usually 
considered a subset of the former. The third available programme, the 
Leaving Certificate Applied, caters for about 5 per cent of the cohort. It is 
considerably different, and its completion does not meet the requirements 
for direct entry into a tertiary degree programme. For the remainder of 
this chapter, references to the Leaving Certificate examinations should be 
taken to mean those of the Leaving Certificate Established programme, 
including the Vocational programme, but not including the Leaving 
Certificate Applied.

Students typically take about seven subjects. While Irish is officially 
the only compulsory subject, almost all students also study English and 
mathematics, and over two-thirds study a third language. The remaining 
subjects are selected from a range of arts, science, business and applied 
science (including technological) subjects. 

The examination dates from 1924 and was run by the Department 
of Education and Skills until the government established the State 
Examinations Commission (SEC) in 2003. The curricular programme and 
individual subject specifications are drawn up by the National Council for 
Curriculum and Assessment, usually through an extensive consultative 
process, following which the Minister approves them for implementation.

Given the comprehensive nature of provision and the very high 
retention rates, the examination must cater for a broad range of student 
achievement. Examinations in each subject are offered at two levels – 
Higher and Ordinary, with an additional Foundation level in Irish and 
mathematics. Schools typically have separate Higher and Ordinary level 
classes for English, Irish and mathematics and mixed-level classes for other 
subjects. In most subjects, the syllabi for the two levels differ in content, 
with the Ordinary being a subset of the Higher. In some cases, the content 
is the same, with differentiation achieved through the level of challenge 
of the examination papers. For example, the syllabus for the modern 
European languages states: ‘While the syllabus is the same for both levels, 
the performance targets will involve language use of varying degrees of 
complexity’ (Department of Education and Science, 1995). Up to 2016, 
results were issued as grades on the scale: A1, A2, B1, B2, B3, C1, C2, C3, 
D1, D2, D3, E, F, no grade. Results from 2017 onwards are issued on a 
scale from 1 (highest grade) to 8 (lowest grade) at each level.

The qualification spans levels 4 and 5 on Ireland’s National 
Framework of Qualifications, which equate respectively to levels 3 and 4 
on the European Qualifications Framework. 
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Use of results for tertiary entry
In addition to its primary purpose of certifying achievement on exit from 
second-level schooling, the Leaving Certificate also serves as a selection 
mechanism for entry to third level. For the great majority of courses in 
universities and other higher education institutions (HEIs), it is the sole basis 
on which entry decisions regarding school leavers are made. HEIs generally 
require at least two subjects to be successfully taken at Higher level to meet 
minimum entry requirements for an honours bachelor degree programme, 
but competition means that actual entry requirements for many courses are 
much higher than the minimum entry requirements.

Students do not apply directly to HEIs, but instead apply through 
the Central Applications Office, a private company established by the 
participating institutions for this purpose. While the individual institutions 
retain autonomy over their own entry criteria, they have all agreed to treat 
applications in the same way: for each course, there are general and subject-
specific minimum entry requirements, and among all applicants who 
meet these criteria, places are awarded on the basis of a composite score 
calculated from Leaving Certificate grades. The grades are transformed into 
scores on a particular scale and the best six are added to give the points 
score. Apart from the fact that ‘bonus points’ have been awarded for grades 
in Higher Level mathematics since 2012, all subjects are equally weighted. 
There is therefore an inherent assumption that grades obtained in different 
subjects are equivalent. It may also be noted that the placement of Higher 
and Ordinary level grades on a common points scale establishes a de facto 
linkage in currency between these grades.

The points system is one of pure supply and demand. The points 
required for admission to a course is a function of the number of places, the 
number of applicants and the points ‘wealth’ of the applicants. The points 
required for entry into any course is not known until all of the relevant 
processing of results for all applicants is done. An increase in the number 
of applicants or a decrease in the number of places will increase the points 
cut-off score for a course. Any course that has a tendency to attract high-
achieving applicants will also tend to have a higher cut-off score, but this 
is critically dependent on the ratio of demand to supply. If there are plenty 
of places available, high achieving candidates do not push others out of the 
market, so the points cut-off can remain low. Nevertheless, the points cut-
off score for entry into a course has come to be regarded as a proxy measure 
of the prestige or quality of the course. This can have a vicious-cycle effect, 
with such courses becoming more attractive to higher-achieving students 
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purely because of the difficulty of getting into them. Given that HEIs are 
naturally interested in attracting the best students, it has been argued that 
this creates a perverse incentive to create increasingly specialized entry 
routes with small numbers of places, so as to artificially inflate the points 
requirements and hence the prestige and attractiveness of the courses to 
high achievers. 

Current reforms
There has been a view in recent years that the transition from second to 
third level education is not working well and that this has a negative effect 
on both the quality of students’ learning experience in senior cycle and their 
preparedness for Higher Education. Announcing the first steps towards 
implementing a number of reforms intended to address this, the Minister 
articulated the problem thus: ‘The Leaving Certificate has been captured by 
the points system. And the points system has distorted behaviour at second 
level’ (Quinn, 2013). The reforms, referred to as the Transitions agenda and 
operating under the by-line ‘Supporting a Better Transition from Second-
Level to Higher Education’, identified three key directions for action: first, 
addressing any ‘problematic predictability’ that might be identified in 
an independent external review of the Leaving Certificate examinations; 
second, changing the Leaving Certificate grading system by reducing the 
number of distinct grades available at each level from 14 to 8; third (and 
what the Minister referred to as the ‘real problem’), reversing the explosion 
in the number of increasingly specialized entry routes for courses at third 
level, which was seen as having artificially increased competition in the 
points market.

The assessment process
Nature of assessments
Some subjects have a terminal written paper only, but the majority have 
more than one assessment mode. Languages other than English have a 
listening comprehension test, an oral examination and a written paper 
that tests both reading comprehension and written production. Geography 
involves a report on fieldwork activities, history a research project, 
technological subjects involve both a practical skills test and a coursework 
project in addition to the written paper, art has four components, three 
of which are practical and so on. Business and science subjects currently 
have a written paper only, but there are plans for additional components as 
syllabi change. For example, the SEC, with the assistance of the National 
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Council for Curriculum and Assessment, is currently carrying out a trial of 
arrangements for practical assessment in the sciences.

All components are externally assessed; teachers play no part in the 
assessment of their own students for certification purposes, other than to 
supervise and authenticate coursework. There are no plans to change this 
position.

Written papers are usually between two and three hours’ duration. 
Multiple choice items are rare, and the examinations largely consist 
of short-answer items and extended-response items of varying lengths. 
Examinations in all subjects may be taken through English or Irish (other 
than the examinations in the subjects English and Irish and those in the 
‘non-curricular languages’). 

A selection of questions from examination papers is included 
in Annex 1.

Preparation of examination papers
The preparation of examination papers is the responsibility of the Chief 
Examiner for each subject, a member of the permanent staff of the SEC. 
These chief examiners are subject experts and assessment specialists. They 
may also be responsible for examinations in subjects outside their own areas 
of specialist expertise, as subjects with small candidatures cannot justify 
having a full-time specialist. In these cases, a subject specialist is appointed 
on part-time contract as a Deputy Chief Examiner. 

The Commission appoints drafters and setters of examination 
papers, including coursework briefs and practical examinations. These are 
usually experienced teachers and examiners who carry out this work on 
contract. They also prepare draft marking schemes and assessment grids, 
which identify the content area and intended cognitive objective tested 
by each item, so as to promote alignment with the intended weightings 
of these objectives. Checks for accessibility, potential bias and so on are 
carried out. The papers are reviewed by nominees of the universities, 
who may make recommendations to the chief examiner. At a late stage, 
a person who has had no involvement in the preparation of the paper 
works through it in the same manner as a candidate would and makes 
observations. Full details of the process for developing examination papers 
are given in the Commission’s Manual for Drafters, Setters and Assistant 
Setters (SEC, 2009). 

Examinations are not pre-tested, and all candidates take the 
examination on the same day. If there is any suspected leak of the content 
of a paper, it is withdrawn and replaced with a contingency paper, which 
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will have been independently prepared by the same means. All examination 
papers are published on the Commission’s website on the day they are 
taken, where they are freely available to the public. The content of the 
examination papers is the subject of considerable comment in the media – 
seemingly much more so than in most other countries (Baird et al., 2014).

School-based assessment (coursework) – task specification 
All coursework is externally set and marked by the SEC. The task briefs 
for such coursework are prepared in a similar way and subject to similar 
quality assurance as the written papers. 

Marking students’ work
Marking completed examination papers

Written papers are marked over a period of 26 days by examiners appointed 
by the SEC. They are almost always qualified teachers of the subject 
involved. On-screen marking is being gradually introduced. 

Examiners are trained at a conference that is usually of two days’ 
duration. In addition to having the marking scheme explained to them, 
they mark exemplars and discuss these with each other and their advising 
examiners (team leaders). These advising examiners, along with the chief 
advising examiner, form the chief examiner’s advisory team and play a key 
role in quality assurance. They will have met at a pre-conference to assist 
the chief examiner in finalizing the marking scheme and ensure that they 
are all in agreement. They meet again at a post-conference – a meeting 
that occurs shortly after marking gets underway and that serves a critical 
function in the standard setting process.

At least 5 per cent of the work of all examiners is monitored by 
their advising examiners. Monitoring involves completely re-marking the 
script concerned and giving advice and instructions to the examiner based 
on this. The examiner has no control over which scripts are selected for 
monitoring.

Although not their main purpose, the viewing and appeals processes 
that occur after provisional results are issued serve as an additional layer 
of quality assurance. If these reveal possible problems with the work of an 
examiner, this is investigated and, if necessary, the examiner’s entire batch 
is re-marked.

Marking school-based assessment (coursework etc.)
Coursework examiners are selected and trained in a manner similar to 
written examiners. Depending on the subject, coursework may be sent to 
the SEC for marking or may be marked by examiners visiting the school. 
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In either case, the work of these examiners is monitored in a similar way 
to that of written examiners. Oral examinations in language subjects are 
carried out by external examiners who visit the school to conduct one-to-
one interviews with the candidates and mark them. These examinations are 
audio-recorded to allow monitoring and, if necessary, moderation of the 
work of the examiner, and to be available in the event of an appeal. 

Standard setting process
Conceptualization of ‘standards’
The term ‘standards’ is often used in different ways and, for the purposes 
of this case study, the taxonomy of phenomenal, causal or predictive, as 
proposed by Newton (2010), has been adopted. There is no official document 
in Ireland that explicitly states what the Department of Education and Skills 
or its agencies mean by the term ‘examination standards’. Nevertheless, it 
is clear from the discourse surrounding examination standards that the 
commonly held view reflects a phenomenal conceptualization – certainly 
in the context of the maintenance of standards from year to year in a given 
subject. The assumption is that if two students obtain the same grade in 
a given subject in two different years, this ought to mean that they have 
displayed the same level of subject competence. While a causal definition 
seems quite alien to the discourse, the predictive is a little less so. However, 
any such predictive interpretation seems to be of a consequential rather 
than definitional nature. That is, while an assertion that standards are 
falling may be elaborated on by an assertion that the students with a 
particular grade are not doing as well in higher education as they used 
to (i.e. standards are compromised in a predictive sense), it seems likely 
that this is being considered to be a consequence of those students not 
being as well prepared as before, which is essentially a phenomenal 
articulation. Certainly, those who are most critical of what they see as 
grade inflation have an implied definition of standards that is phenomenal. 
For example, the website stopgradeinflation.ie defines the problem thus: 
‘Grade inflation is a trend over time of better grades being awarded in 
educational qualifications that is not matched by real improvements in 
learning’ (Network for Irish Educational Standards, 2007). This definition 
suggests that the grades should consistently reflect the degree to which the 
learning has been successful – presumably by reference to some idealized 
permanent and objective yardstick of successful learning. 

A number of official documents indicate that the SEC is responsible 
for maintaining standards within a given subject over time. For example, 
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a document on standard setting on the Commission’s website states: 
‘Once these performance standards have been tested, reviewed and fully 
established, we then seek to ensure that the standards remain consistent 
over time’ (SEC, 2016). 

Moving on to the standard setting approach and the techniques used 
to achieve it, these clearly fall into the category that Newton referred to 
as attainment-referencing, using a combination of expert judgement and 
statistical information. Indeed, the Commission itself states this in a manner 
that follows Newton’s description closely (SEC, 2016).

Determining grades
Standard setting is conducted on a subject-by-subject basis and separately 
at each level within a subject. There is no aggregation of subjects in the 
certification of the award, although HEIs aggregate the grades for tertiary 
entry purposes. Grades awarded in the examination correspond to a 
predetermined percentage range of the marks available. That is, the grade 
boundaries are fixed. Furthermore, there is no provision for applying any 
kind of scaling transformation to the raw scores. The raw mark therefore 
determines the grade in a pre-ordained fashion that is fixed over time 
and across subjects. This poses considerable challenges for maintaining 
consistency in grading standards over time, since it is impossible to guarantee 
(without pre-testing items) that a particular year’s set of examination 
questions will be identical in demand to the set used in any other year. 
This grading dilemma is resolved by embedding a standard setting process 
within the marking process itself. That is, if there are indications that the 
marking process is producing a grade distribution that is inappropriate in 
the context of statistics from previous years and the levels of achievement 
being observed, adjustments to the marking schemes are used to achieve 
changes in the distribution of the raw marks and hence the grades. In 
essence, the procedure is as follows:

●● the marking scheme prepared in advance of the examination is a 
draft and is expected to remain fluid until the standardizing process 
is complete

●● preliminary adjustments may be made to this draft after the examination 
is taken and before the examiners receive their training

●● after training, examiners mark a sample of scripts. Data from this 
process is analysed, consideration is given to any unforeseen issues 
that may have arisen, and qualitative assessments of the standard of 
work encountered are made
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●● if necessary, the draft-marking scheme is adjusted, so as to ensure that 
the combined effect of the examination paper and marking scheme 
represents a comparable standard to that of previous years. All scripts 
are then marked in accordance with the revised scheme.

More detail on the procedure is given in SEC (2016).
In deciding what, if any, adjustment should be made to the marking 

schemes, the linking process is less formal than at the script scrutiny 
meetings that are used in England. Historical reference scripts are generally 
not used for comparison, and judgements of comparability are therefore 
more implicit, as the senior team is not making judgements based on direct 
script comparisons, but instead based on their accumulated knowledge and 
experience of examination standards. Changes to the size of the cohort 
or to the proportion taking the examination at each level are considered 
when evaluating the quantitative information coming from the emerging 
grade distribution, although actual data on prior achievement of the 
cohort concerned are not available. In reality, the ‘similar cohort adage’ 
(Newton, 2011) is a dominant influence – examiners seem to accept that the 
judgemental task involved in aligning boundary standards across different 
examinations cannot be achieved with the level of precision required, and, in 
the case of large cohorts at least, do not challenge the logic that the statistics 
should be the dominant influence in the absence of an identifiable systemic 
change. One could reasonably say that, in the case of large subject cohorts, 
expert judgement is being used as a check rather than the main influence: 
if the statistics suggest a course of action that is reasonable in terms of the 
quality of work they are observing, the subject experts will take that action. 
In the case of smaller subject cohorts, expert judgement becomes the more 
dominant influence on any decisions to adjust the marking scheme, as the 
statistical information is less reliable.

The chief examiner for the examination is ultimately responsible 
for the final decisions on the marking scheme. Nevertheless, Commission 
staff monitor the statistics closely, too. If an emerging distribution is too 
far out of line with those of recent previous years, the chief examiner will 
not be allowed to proceed without producing a convincing explanation – 
supported by evidence – as to why it should be allowed to stand.

Public debates related to the Leaving Certificate 
examination and standards
Concerns about examination standards can generally be considered 
to be related to some form of comparability of standards. As this is a 
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state examination with only one provider, comparability across different 
boards does not arise. Three other forms of comparability of standards 
are relevant: comparability over time; comparability across subjects; 
comparability across levels (Higher versus Ordinary). All of these have 
received some degree of attention in the public discourse. Other forms 
of comparability that impinge on policymakers and end-users – such as 
comparability of qualifications across countries – rarely receive much 
public attention.

The most notable issues related to examining standards that have 
been raised in recent years are as follows:

●● a concern that the examination is not testing the right kinds of skills 
(insufficient emphasis on higher order thinking)

●● grade comparability over time (a concern that examination/educational 
standards are falling)

●● grade comparability across subjects, especially in the context of a 
tertiary entry system that effectively treats grades received in different 
subjects as equivalent;

●● comparability of standards across levels (Higher versus Ordinary)
●● the continued fitness for purpose of the current standard setting 

methodology.

Testing the right skills
The most dominant issue of concern in recent public discourse is only 
indirectly a matter of standards. It is the extent to which the examination is 
testing the right kinds of skills. As in other countries, it is frequently asserted 
that the examinations place too much emphasis on knowledge recall and 
not enough on higher order thinking skills. While there is by no means 
agreement as to the extent of this problem, there is a general consensus 
that the examinations would benefit from an increase in such emphasis. 
It may be noted that while an acceptance that higher order thinking is 
underemphasized is generally associated with a belief that students are not 
adequately prepared for Higher Education or certain forms of employment, 
it does not necessarily imply a belief that standards have fallen. Rather, it is 
more associated with the view that the kinds of knowledge and skills that 
may have been adequate in the past are no longer adequate. The recent 
review of problematic predictability carried out as part of the Transitions 
agenda included these two recommendations:
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v.  Consideration should be given to placing more emphasis upon 
the assessment of higher order thinking skills in the examinations, 
in keeping with international trends in assessment.

vi.  A more regular programme of revision of syllabuses is needed 
for the Leaving Certificate examinations to remain current. This 
is important for keeping up with improvements in assessment 
design (such as assessing more higher order thinking skills), as 
well as syllabus content (Baird et al., 2014).

There is a commitment from the relevant agencies to address these 
recommendations, but the challenges are considerable. They include:

●● how to retain high reliability in marking items that genuinely test 
higher order thinking

●● lack of clarity about what ‘higher order thinking’ means in the context 
of particular subjects (e.g. what does such an emphasis look like in an 
L3 language examination?)

●● the degree of formal notification and lead time required for a significant 
change in examination emphasis or for new syllabi

●● the challenge for teachers and students, and the consequent significant 
impact such changes might have on grade distributions (especially in 
the context of fixed grade boundaries).

Grade comparability over time
Claims of grade inflation are as common in Ireland as elsewhere (e.g. 
O’Grady, 2009; Irish Times, 2004). Nevertheless, counterbalancing views 
– arguing that grade improvements are due to factors such as more focused 
teacher and student engagement in a highly competitive higher education 
entry market – sometimes also receive an airing in the media (e.g. Healy, 
2015). Faulkner et al. (2010) used a stable reference test in mathematics 
to examine the mathematical competence of incoming students to the 
University of Limerick over a ten-year period. While this showed that the 
average mathematical competency of the entry cohort had declined, this 
was accounted for by the changing Leaving Certificate grade profile of 
entrants, and the performance on the reference test of students with the 
same Leaving Certificate mathematics grade did not show a statistically 
significant change over the period. On the other hand, O’Grady (2009) had 
noted that mathematics was the subject that appeared to have been least 
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affected by grade inflation in the period he examined, so the conclusions of 
Faulkner et al. might not generalize to other subjects.

The difficulties associated with identifying and measuring changes in 
achievement over long periods of time are well rehearsed in the literature 
(e.g. Newton et al., 2007). Nonetheless, this problem is arguably less 
important than fluctuations or drifts over short periods of time. Students 
rarely use examination outcomes to compete with those who have taken 
examinations decades previously; they are largely competing with other 
candidates of the same year or only a few years apart. Accordingly, it is 
reasonable for authorities to focus on ensuring stability in standards 
over short time periods, which is a more tractable problem. Though their 
examinations receive annual criticism on a number of fronts, the means 
used by the SEC to maintain consistency in standards from year to year 
has not of itself been subject to much public criticism. Nonetheless, a 
number of more specialized sources have identified the need for marking 
schemes to serve this comparatively unusual purpose as a potential barrier 
to improving the quality of the examinations (Baird et al., 2014; Newton, 
2014; SEC, 2012).

Grade comparability across subjects
Comparability of grades across subjects has long been the focus of 
discussion in Ireland (e.g. Commission on the Points System, 1999; 
Kellaghan and Millar, 2003; Hyland, 2011). For example, the potentially 
detrimental effect on the uptake of the physical sciences, which are 
perceived to be relatively difficult to score well in, have been a cause of 
concern (e.g. Task Force on the Physical Sciences, 2002). While there is 
some evidence of differences in grading standards across subjects, it is not 
clear that such discrepancies have a substantial effect on subject choice. 
For example, Millar (2014) found no evidence within examination data 
sets of strategic subject choices by candidates who might be expected to 
be highly motivated. On surveying students’ reported reasons for their 
subject choices, Smyth and Calvert (2011) found that, while a belief that 
a subject might be easy to do well in was an influence, it ranked behind 
interest in the subject and a belief in its value or necessity for a future 
career. Guinan (2001) had similar results. 

Nevertheless, comparability of grading across subjects is considered 
a matter of fairness, especially when grades are to be aggregated for the 
purposes of making tertiary entry decisions. Kellaghan and Millar (2003) 
analysed grading practices in the Leaving Certificate examinations of 1996, 
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2000 and 2001. They found, unsurprisingly, that grade distributions differed 
significantly across subjects. However, considering these distributions in the 
context of the prior academic achievement profile of their cohorts and their 
current academic achievement profile (based on a subject-pairs analysis), 
they noted that subjects with academically stronger cohorts tended to have 
better grade distributions, though not better by as much as one might 
expect. They summarized it thus:

An alternative explanation [of the findings] is more complex, and 
proposes that examiners reach a kind of compromise in grading, 
in which they attempt to balance examinees’ overall academic 
achievement, the nature and demands of the syllabus they have 
followed, and the need to provide an acceptable distribution 
of grades for every subject, at both Higher and Ordinary level. 
The effect of the compromise reflected in the grades awarded in 
the Leaving Certificate examination is that the grades of high 
achieving candidates are lower than one would expect on the 
basis of their overall achievement, and the grades of low achieving 
candidates higher (Kellaghan and Millar, 2003).

The analyses were repeated by Millar (2014) on the 2013 Leaving Certificate 
examination. The results were generally similar to those of the previous 
study. At the request of the Transitions steering group in 2015, Millar 
also carried out an IRT-based analysis (unpublished), following a similar 
methodology to Coe (2008). The primary purpose of this study was to 
evaluate the existing linkage implied by the points system between Higher 
and Ordinary level grades within subjects, but in doing so it also generated 
ability estimates corresponding to each grade in each subject. In terms of 
the rank ordering of subjects, the results were again similar. In general, the 
ordering of subjects in this respect is similar to the ordering found in such 
studies in other countries over a long period of time, as noted by Pollitt 
(1996) and others.

While a measured and nuanced literature on the topic exists, the public 
discourse surrounding this issue has been relatively unsophisticated. For 
example, it is periodically suggested that all subjects should have the same 
grade distribution imposed upon them, notwithstanding that this would 
demonstrably make existing discrepancies in grading severity (as measured 
by subject pairs analysis or IRT methods) worse rather than better. 

Despite the known difficulties with assuming that the same grades 
in different subjects should be treated as equivalent, there is little appetite 
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for deviating from this assumption in any revision to the tertiary entry 
system. In the recent discussions on changes to the grading system and the 
calculation of points for tertiary entry, there was no appetite for a composite 
measure that would incorporate a scaling procedure to account for subject 
differences, such as the Australian Tertiary Admission Rank. scaling and 
other statistical techniques have not been a feature of the grading or 
aggregation processes to date, and the simplicity of the current system is 
valued. It seems likely that HEIs and other end users will continue to treat 
grades in different subjects as though they were equivalent, while remaining 
aware that they are not.

Linking standards across levels
Paradoxically, one standards-related issue of significant current interest to 
the SEC has received little public attention. Until 2016, the linkage between 
grades awarded at Higher level and those awarded at Ordinary level was a 
construct of the HEIs as end users of the certification. It had no standing in 
the eyes of state agencies. There was therefore no onus on the SEC to ensure 
that examining standards at the two levels reflected this linkage. However, 
in a very significant policy change in 2015, the Department directed that 
examining and grading standards should in future be aligned to the linkage 
implied by the new points system. This posed a significant challenge not 
faced heretofore. While the IRT-based research on existing data carried out 
on behalf of the Transitions group concluded that, on average across all 
subjects, grading standards are not too far distant from those implied by the 
old points scheme, it also identified large differences between subjects in this 
respect. If the new policy is to be made a reality, significant realignments of 
standards will be required in many subjects.

Given these implications, a paper was commissioned from Newton 
(2014) by the SEC to identify and explain the issues involved, and the 
implications for examination and specification design. This chapter briefly 
explored conceptualizations of standards, comparability, and linking in 
the context, identified possible strategies for trying to realize the stated 
objective, and identified advantages and disadvantages of each. While 
recognizing that there is no perfect solution, this chapter suggests that, 
in this context, conceptualizing comparability as an approximation to a 
linking relationship is reasonable, and that various techniques could be used 
to enhance such comparability. In particular, common item approaches 
would seem to have the most potential for making the linkage more robust, 
with other techniques either playing a subsidiary role or an alternative role 
in cases where no common items of components are present.
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Based on Newton’s paper (2014), the SEC is preparing proposals 
for consideration by the Department of Education and Skills as to how 
best to ensure that the stated alignment becomes a reality, backed up by as 
robust a linking procedure as is feasible. However, it is clear that none of 
the available procedures that have even a moderate degree of robustness 
could be implemented unless the current methodology for standard setting 
in the Leaving Certificate is changed.

Limitations of the standard setting methodology
As previously noted, the constraint that grade boundaries are fixed and 
raw scores are not subject to any standardizing transformations necessitates 
embedding the standard setting process within the marking process. While 
this approach has arguably served its purpose well enough to date, there are 
limits to what it can achieve. Apart from its inefficiency and the fact that it 
cannot achieve the same level of precision as could be achieved by scaling 
scores or adjusting grade boundaries, it has some negative consequences. 
In preliminary internal research on examination predictability, carried 
out in advance of the external study commissioned in the context of the 
Transitions reforms, chief examiners expressed the view that the need to use 
marking schemes to keep the grade distribution comparatively stable over 
time was hindering their capacity to be innovative in their questioning and 
was thereby contributing to predictability (SEC, 2012). The external review 
itself also identified the standard setting procedure as potentially hindering 
the capacity of the examination papers and marking schemes to seek and 
reward higher order thinking skills: 

Adjusting the marking distribution by altering the marking 
scheme is more manageable if the changes relate to factual issues. 
More subtle judgements regarding higher order skills would be 
more difficult to revise in a reliable manner at a time when the 
examination system is under a great deal of time pressure and 
the expectations for marking reliability are high. Without the 
constraint of fixed cut-scores, it may be more straightforward to 
achieve a better balance between the assessment of knowledge 
and higher order thinking skills (Baird et al., 2014). 

The report also noted that the standard setting procedure – necessitating as 
it does questions with high mark tariffs and marking schemes with built-in 
flexibility – rendered the marking schemes less transparent than they might 
otherwise be:
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Any changes to the marking schemes to make them more 
transparent could have implications for the manageability 
of fixed grade boundaries (cut scores) in the Irish Leaving 
Certificate. Thus, there are decisions to be taken about whether 
marking schemes can be changed in this way whilst maintaining 
the current standard-setting system (Baird et al., 2014).

Another challenge is presented by the new requirement to link grades across 
levels. The most reasonable form of linking to seek in this context – in 
the longer term at least – is through the use of common components and 
common items. In practice, the requisite data from the marking of the 
common elements could not be processed and analysed in time to feed into 
the marking process for the remaining elements, making it impossible to 
use a standard setting process that is embedded in the marking process to 
realign one or both distributions.

The lack of a tradition of scaling raw scores to suit a particular purpose 
has led to some other challenges. Some subjects in the Leaving Certificate 
have common-level components. For example, in the examinations of 
modern languages, the oral component is assessed at a common level and 
later combined with other components assessed at Higher and Ordinary 
levels. Not surprisingly, Ordinary-level candidates perform less well on the 
common-level oral test while Higher-level candidates score better. While it 
might seem natural to standardize the marks to the level of the candidate 
by applying a transformation to one or both sets of scores, this is not done. 
Instead, the chief examiners ameliorate the effect by compensating in the 
standards required in the other components. While this is generally effective, 
it is arguably not an ideal way to deal with what is essentially a numerical 
problem with a numerical solution. 

The SEC is currently finalizing proposals to put to the Department of 
Education and Skills outlining its views as to the standard setting procedures 
that would be appropriate in the context of what the education system now 
seeks from the examinations as a result of the Transitions reforms. No 
decisions have yet been taken, but it is quite possible that standard setting 
in the state examinations in Ireland will look different in a few years’ time 
from how it looks today.
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Annex 1: Some Leaving Certificate examination items
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Figure 9.1: Higher Level Mathematics 2012 (Project maths – Phase 3)
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Figure 9.2: Higher Level Geography 2016

Figure 9.3: Higher Level English 2016

Figure 9.4: Higher Level French 2016
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Does the Leaving Certificate 
reward LOT (lower order 
thinking) rather than HOT 
(higher order thinking)? 
Áine Hyland 

This is a very welcome and informative chapter on setting standards in 
the public examinations system in Ireland. It describes the approach taken 
by the State Examinations Commission (SEC) in setting and marking 
public examinations and recognizes both the strengths and weaknesses of 
the system.

The chapter rightly points out that the public examinations system is 
held in high esteem by the general public in Ireland. The Leaving Certificate 
(LC) is used by all Irish higher education institutions to select incoming 
students; given that Ireland has one of the highest transfer rates of students 
from second to third level in the OECD, this is a very important vote of 
confidence in the system. 

The chapter reflects the open and transparent approach taken by 
the SEC in recent years, which has been widely welcomed. Candidates can 
now view their marked examinations scripts following receipt of their LC 
results. Students also have access (post hoc) to the marking schemes used 
by the examiners. This has resulted in the unintended consequence of an 
undue focus by students and their teachers on marking schemes and their 
application. In the final year of secondary education, focus is often more 
on examination techniques than on scholarly engagement with the subject. 

The chapter addresses a number of the common criticisms of the Irish 
public examinations system. These include the inconsistency of standards 
across different subjects; the issue of grade inflation; and an inadequate 
emphasis in the LC on rewarding higher order thinking. 

The fact that ‘standard setting is conducted on a subject-by-subject 
basis’ indicates one of the weaknesses of the system. This can result in an 
inconsistency of approach by different chief examiners and can exacerbate 
what may already be an intrinsic difference in the academic levels of students 
taking different subjects. 
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The challenge of maintaining consistency in grading standards 
over time is also addressed. In order to ensure that there is no significant 
discrepancy between the distribution of grades from one year to the next, 
adjustments are made to the marking schemes to achieve changes in the 
distribution of raw marks and grades. Historical reference scripts are 
generally not used for comparison, and judgements of comparability are 
implicit and subjective. This prevents direct year-to-year comparison of 
standards and makes it impossible for an outsider to identify whether or 
not grade inflation has occurred. Having said that, there is no disputing the 
evidence that there is a high and consistent correlation between the results of 
students in the LC and their subsequent results in university examinations. 
This is a phenomenon that the critics of the LC marking schemes have failed 
to explain satisfactorily. 

The chapter recognizes that ‘the most dominant issue of concern in 
recent public discourse … is the extent to which the examination is testing 
the right kinds of skills’ and acknowledges that ‘it is frequently asserted 
that the examinations place too much emphasis on knowledge recall and 
not enough on higher order thinking skills’. The report by Baird et al. 
(2014) on ‘Predictability in the Irish Leaving Certificate’ recommended that 
consideration should be given to placing more emphasis on higher order 
thinking skills in the examinations, in keeping with international trends in 
assessment. In the view of this commentator, this is the most pressing issue 
that needs to be addressed by the SEC in any reform of the system. While 
recognizing the challenges involved in assessing higher order thinking, 
the stakes are high. Future populations need to have critical, analytical, 
problem-solving and creative skills to enable them to engage with and 
resolve the many challenges facing society – whether political, social, 
cultural, economic or work-related. An examination system that rewards 
knowledge recall to the detriment of these higher order skills will no longer 
serve society adequately, if it ever did.
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The delicate task of 
standard setting 
Michael O’Leary 

In this chapter Hugh McManus provides a succinct description of the 
essential elements of the Leaving Certificate (LC) examination system in 
Ireland. Reading it serves to remind me that it is to the State Examinations 
Commission’s (SEC) great credit that the papers for this high stakes 
examination are set, administered and graded with the minimum of fuss 
despite the intense media focus during the June examination period each 
year and when the results are published every August. This may be one of the 
reasons why public support for the LC has been high in the past and many 
still contend that the procedures put in place to guarantee the anonymity 
of those taking and marking a set of standardized exams constitutes a level 
of fairness that is difficult to replicate with most other forms of assessment. 
With that in mind, the delicate task of maintaining a balance between 
the public’s confidence in the LC and informing the public about the 
implications of measurement error for setting and maintaining standards 
is worth considering. McManus refers to the challenge of maintaining high 
reliability in marking but does not elaborate on how reliability is currently 
assessed. The basis for judgements during the standard setting process that 
an emerging distribution of grades is ‘significantly’ out of line with those 
from previous years of the exam is also unclear. We know that in any given 
year, while approximately 18 per cent of LC papers sent to be rechecked are 
upgraded, this constitutes just 0.44 per cent of all LC grades (the equivalent 
figures for total GCSE, AS and A levels are very similar). Perhaps this is 
evidence for relatively high levels of consistency in the marking process, but 
in the absence of any other data it is difficult to be sure. Studies to calculate 
inter-rater reliability coefficients and standard errors of measurement for 
LC subjects should be undertaken and published. Akin to how sampling 
error statistics are used when communicating about the outcomes of 
opinion polls, measurement error statistics could be used to make LC 
grades seem less definitive as a measure of achievement than is currently 
the case. Other commentaries in the public arena contend that the LC is old 
fashioned (e.g. Baird et al., 2015) and needs to be reformed in tandem with 
changes in curricula that better reflect the knowledge, skills and dispositions 
required for the world of further education and work in the twenty-first 
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century. With these in mind, it is good to see McManus reiterating the very 
important point that the standard setting process used for the LC may be 
acting as a barrier to the incorporation of exam questions that tap higher 
order thinking skills. 

The conversion of LC grades to a points system (aka Central 
Application Office [CAO] points) for use in selecting students for entry 
to third level education in Ireland serves to highlight many problematic 
issues with respect to the standard setting process as McManus expertly 
elucidates in this chapter. He is correct in stating that grades across different 
subjects, levels of subjects and different years of the LC are treated as if 
they were equivalent by higher education institutions even though in reality 
they may not be. With that in mind, a study of why just over 11 per cent 
of those taking chemistry achieved the highest LC grade in 2017 compared 
to just under 5 per cent of those taking biology would be illuminating. 
An investigation into the grade distributions for higher level mathematics 
from 2012 onwards would also be of interest given the sharp increase in 
the numbers taking up the option incentivized by an additional 25 bonus 
CAO points. For example, there were fewer B grades than normal in 2012, 
while there was also an increase in the proportion of C grades achieved. In 
2013 and subsequent years, there was a sharp increase in the proportion 
achieving Grade D and an evening out at Grades B and C.

It is good to read in the chapter that the SEC is reviewing approaches 
to common item linking as a means of addressing some of these problems. 
However, it is also sobering to read that there is little appetite among some 
key stakeholders for the use of more sophisticated scaling procedures. 
McManus is not alone in believing that while the current LC standard 
setting procedures have served the Irish system reasonably well in the past, 
planned reforms of the LC means that a more robust and transparent system 
needs to be put in place as a matter of urgency. 
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Chapter 10

Standard Setting in 
Queensland: The Queensland 
Certificate of Education
Matthew Campbell

Introduction
Queensland’s system of senior assessment and tertiary entrance is currently 
in transition. While this chapter describes the existing system in broad 
terms, its main focus is on the new arrangements, which are currently 
in development. Readers should therefore be aware that the new system 
remains a work-in-progress at the time of publication.

Queensland is the second largest state in the federation of Australia. 
Its population is the most dispersed, with nearly half of approximately 
4.8 million people residing in the south-east corner around the capital city 
of Brisbane, but with large population centres distributed across the entire 
state. For example, Cairns in the northern part of the state has a population 
of approximately 160,000, and is located approximately 1,700 kilometres 
from Brisbane. Each Australian state has constitutional responsibility 
for the delivery of education, although the Australian Government also 
influences education and schooling through the provision of funding to the 
state governments and directly to non-state schools and systems.

School education in Queensland is delivered across three main sectors: 
government schools, Catholic schools and independent schools. There 
are approximately 1,725 schools in the state, of which 278 are dedicated 
secondary (Years 7–12) schools, with a further 272 being combined primary 
and secondary. Students generally commence compulsory school education 
around the age of 5 entering into Prep, and must attend school until the age 
of 16 or the completion of Year 10 (whichever is earlier). Approximately 
80 per cent of all students who commence secondary schooling in Year 7/8 
progress to completion of Year 12 (the final year of secondary schooling), 
with approximately 29,000 Year 12 students (or 61 per cent of the cohort) 
applying to attend university post-school (Department of Education 
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and Training [Cwth], 2015). Government schools are administered by 
the Department of Education, under the leadership of the Minister for 
Education, with the bulk of funding for these schools allocated by the state 
government. This is by far the largest sector comprising nearly 1,250 schools 
across the state (Department of Education and Training [Qld], 2016a). 

Catholic schools are independent of government, constituted 
under their own system of governance, with approximately 300 schools, 
comprising 18.33 per cent of the total school population and 60 per cent 
of the non-government school population (QCEC, 2016). Independent 
schools are individual schools constituted under their own board, with 
approximately 14 per cent of all students enrolled at these schools (QGSO, 
2011). These schools may or may not be religious and receive the majority 
of funding from the Commonwealth government. In secondary schooling, 
approximately 39 per cent of students are enrolled in non-state schools 
(Department of Education and Training [Qld], 2016a).

The Queensland Curriculum and Assessment Authority (QCAA) 
is a statutory authority with responsibility for the development and 
revision of syllabi across Prep (preparatory year) to Year 12, support 
for the implementation of the Australian Curriculum in Queensland, 
and management of associated testing and assessment processes (2014 
Education [QCAA] Act). The QCAA certifies student achievement of the 
completion of Year 12 with the Queensland Certificate of Education (QCE). 
The Queensland Tertiary Admissions Centre (QTAC), a public company 
established by a consortium of tertiary institutions, is responsible for the 
management of tertiary entrance processes, and from 2020 will calculate 
the tertiary admission rank for students in Queensland.

Understanding standards in the Queensland context
Queensland’s current assessment approach for senior students (i.e. students 
completing high school and seeking tertiary entrance) is described as a 
system of externally moderated school-based assessment. Assessment is 
designed and executed by schools and teachers based on guidance contained 
in syllabus documents. Teacher judgements, based on standards presented 
in the syllabi, are reviewed through an external moderation and verification 
process. All assessment in the current system is standards-based. Teachers 
make judgements about the quality of student achievement with reference 
to predefined standards that describe how well students have achieved the 
objectives in syllabi. Predefined standards ensure that:
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●● students and teachers know what is expected for each level of 
achievement and can work together to achieve the best result for 
the student

●● comparability from school to school can be achieved
●● teachers can discuss standards with parents or carers when reporting 

a student’s achievements.

Within the syllabus for each subject, objectives are grouped by dimensions 
and presented in a standards matrix which describes the standards for each 
dimension, expressed on an A–E grade scale. Teachers use the standards 
matrix first at the level of the individual assessment instrument; that is, 
through considering how students are progressing towards or already 
demonstrating achievement of final standards, and second, for decisions 
about overall achievement across a range of assessment instruments towards 
the end of the course. These decisions are on balance judgements about how 
the qualities of the student’s work match the standards descriptors overall 
in each dimension. On completion of a senior secondary course of study, 
teachers award one of five levels of achievement.

The QCAA administers a system of social moderation designed to 
ensure that results recorded match the requirements of the syllabus. The aim 
of moderation is to ensure comparability – that is, students who take the 
same subject in different schools, and who attain the same standard through 
assessment programmes on a common syllabus, will be awarded the same 
level of achievement. This does not imply that two students who receive the 
same level of achievement have had the same collection of experiences or 
have achieved equally in any one aspect of the course. Rather, it means that 
they have, on balance, reached the same broad standard.

In the current and future systems, standards are used in three distinct 
but interrelated ways: standards of assessment, standards of learning and 
standards descriptor. A standard of assessment is defined as ‘a fixed reference 
point used to describe how well students have achieved the outcomes or 
objectives in syllabi. The descriptions of standards of assessment, also 
referred to as reporting standards, are derived by groups of teachers and 
subject experts describing the actual differences in examples of student 
work’. They are statements that succinctly describe typical performance 
at each of the five levels (A–E), reflecting the cognitive taxonomy and 
objectives of the course of study. The standard of learning is understood as 
a ‘statement of what students are expected to know and do by the end of 
key junctures of schooling (outcomes or objectives) and the scope of that 
learning (core content or subject matter)’. Finally, a standards descriptor 
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is ‘a statement (or list of statements) that succinctly conveys the required 
quality of, or features in, student work in order to be awarded a particular 
standard of achievement’. These are defined within the marking guides and 
performance level descriptors within syllabi (QCAA, 2014:12).

University entrance examinations
In all Australian states and territories, senior secondary students seeking 
entrance to university are awarded a rank based on their achievements 
in their school subjects. In most jurisdictions, final subject results are 
derived from a combination of external and school-based assessment, 
with the external assessment results commonly used to scale the school-
based assessment results (Blyth, 2014). Currently, in Queensland (and the 
Australian Capital Territory), students’ final subject results are derived 
entirely from their achievements in school-based assessments. Assessment 
instruments devised by teachers, and the judgements they make about 
how well the students have learnt, are the major component of students’ 
final results. In the new Queensland system, final subject results will be 
determined through combining student achievement on school-based 
assessment and one external assessment without the scaling of any 
assessment by another.

In Queensland, most students work towards a Queensland 
Certificate of Education (QCE), which is typically awarded at the end of 
Year 12 (although students may continue their studies post-school and be 
awarded a QCE when eligible). Currently, results in a student’s subjects 
are used in the calculation of a tertiary entrance rank, known as an Overall 
Position (OP). Although entry to higher education can be achieved through 
multiple pathways, the most common direct entry for senior students in 
Queensland is via an OP rank calculated from their best five individual 
subject results and their school group performance on a common scaling 
test, the Queensland Core Skills (QCS) Test. In the revised assessment 
system, the current OP rank is to be replaced by the Australian Tertiary 
Admission Rank (ATAR), and students will no longer undertake the QCS 
Test. Instead, comparability in most subjects will be achieved through a 
combination of external assessment, and new processes requiring the 
endorsement of school-based assessment instruments, and confirmation 
of teacher judgements, generating a final subject result. Calculation of an 
ATAR will be based on the combination of subject results, with eligible 
students required to complete a minimum of four general (i.e. university 
preparation) subjects.
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Queensland’s current system of senior assessment was implemented 
in the early 1970s following widespread concern that the Senior Public 
Examination had become too focused on the tertiary entrance priority 
of determining academic excellence and was no longer fit-for-purpose in 
responding to the changing goals of senior secondary education resulting 
from increasing student retention to Year 12 (Radford, 1970; Clarke, 
1987). A disconnect had emerged between the goals of senior secondary 
curriculum and the use of assessment for certification and tertiary entrance 
purposes. A number of subsequent reviews (the Scott Review of School-based 
Assessment [1978], Pitman [1987] and Viviani [1990] reports) modified 
and updated policies and practices concerning the use of assessment and 
standards in senior secondary education, but the reliance on school-based 
assessment has remained unchanged (Kelly, 2014). Therefore, since the 
1970s the Queensland curriculum and senior secondary authorities (i.e. the 
QCAA and its predecessors) have not managed direct university entrance 
examinations.

Following a 2013 parliamentary inquiry into assessment methods 
used in mathematics, physics and chemistry (Queensland Parliament, 
2013a), the Queensland Government appointed the Australian Council 
for Educational Research (ACER) to conduct a full-scale review of senior 
assessment and tertiary entrance processes (Queensland Parliament, 
2013b). In the report released in 2014, it was found that while existing 
arrangements had served Queensland students well and remained fair 
and reliable, they would not be sustainable over the longer term (Matters 
and Masters, 2014). ACER recommended changes to achieve greater rigour 
and simplicity. These included:

●● reducing the number of summative assessments to be undertaken by 
students in Year 12 (currently the assessment load for students in their 
final year of schooling can be as high as 40 assessments, in addition to 
the QCS Test)

●● introducing subject-based external assessment in Year 12 that 
complements school-based assessments and is not used for 
scaling purposes

●● increasing the rigour of the processes for external scrutiny of school-
based assessment instruments and teacher judgements about student 
achievement

●● separating the responsibilities for certifying a subject result from those 
associated with tertiary entrance (the QCAA currently performs both 
tasks) and replacing the OP with an ATAR.
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In response, the Queensland government decided to introduce a revised 
system starting with students entering Year 11 in 2019. The new model will 
have the following features:

●● students will complete three school-based assessments and one external 
assessment in most senior subjects, with the majority of students 
undertaking the equivalent of six subjects in their two years of senior 
schooling

●● school-based assessment will contribute 75 per cent to a student’s 
final subject result in most subjects, 50 per cent in mathematics and 
science subjects

●● subject-based external assessments will be introduced in most subjects, 
but they will not be used to scale students’ school-based assessment 
results in the derivation of a final subject result

●● school-based assessment instruments will be endorsed by the QCAA 
before they can be used for summative purposes in schools

●● QCAA will confirm the grades awarded by schools by reviewing a 
selected sample of student work for every subject in every school

●● there will be no dedicated scaling test or examination used as a selection 
mechanism for post-schooling pathways. An ATAR will be derived 
from achievement across a broad range of learning achievements using 
a process of inter-subject scaling. It will be calculated from an eligible 
student’s best five subject results with no compulsory inclusion of 
specific subjects. However, to be eligible for an ATAR a student must 
satisfactorily complete an English subject. One of the five subjects 
may be an applied learning subject that does not include an external 
assessment, or a competency-based vocational education and training 
certificate at a specified level.

The QCAA is in the process of implementing the government’s policy by 
redeveloping its suite of syllabi, developing new processes to strengthen the 
quality assurance of school-based assessment, and implementing processes 
to support the introduction of subject-based external assessment. 

The assessment process
This section focuses on the revised system of senior assessment set to 
commence in Queensland in 2019. In the new system, subjects undertaken 
in the senior curriculum will be renamed general or applied subjects. 
General subjects, currently known as Authority subjects, will cover subjects 
designed as preparation for university and higher education studies. 
Applied subjects will be aimed at preparing students for employment, or 
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technical education, and focus on applied learning and practices. All general 
subjects will be organized into four units. Units 1 and 2 will generally be 
foundational learning, allowing students to begin engaging with the course 
subject matter, and to experience the objectives of the syllabus. Units 3 and 
4 will consolidate student learning, with the assessment results for these 
units contributing to the final subject result and tertiary entrance rank. 
Final results from a combination of five general subjects, or four general 
subjects and one applied subject or vocational qualification, will be used in 
the calculation of an ATAR.

Nature of assessments
Achievement in the QCE will continue to be reported using an A to E scale 
of achievement, with an accompanying numerical subject result used for 
tertiary entrance purposes. Overall achievement standards in subjects will 
be derived from a combination of school-based and external assessment, 
using a variety of complementary yet separate approaches to assessment. 
Approaches to assessment across the senior syllabi broadly reflect six 
assessment techniques as described below:

●● project: a response to a single task, situation or scenario in a unit 
of work that provides for authentic opportunities for students to 
demonstrate their learning, comprised of at least two assessable 
components demonstrated in different contexts, to different audiences 
and through different modes

●● investigation: the investigative process of locating and using 
information beyond a student’s own knowledge, usually engaging 
with research and inquiry approaches to learning

●● extended response: the interpretation, analysis, examination and/or 
evaluation of ideas and information usually in response to a provided 
stimulus, and may involve additional research

●● performance: physical demonstrations of outcomes across a range 
of cognitive, technical, physical and/or creative and expressive skills, 
through the application of identified skills to either solving a problem, 
providing a solution or conveying meaning and intent

●● product: the production of physical and virtual objects and 
representations through the application of cognitive, technical, 
physical and/or creative and expressive skills

●● examination: the application of a range of cognition to provided 
questions, scenarios and/or problems, undertaken individually, under 
supervised conditions and in a set timeframe.
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Examinations and external assessments
Subject-based external assessment is being reintroduced into the Queensland 
senior curriculum after more than 40 years. Within the new system, the 
term ‘external assessment’ refers to an assessment task undertaken by 
students at the end of a course of study but not assessing the full course 
of study; however, it is emerging that nearly all external assessment will 
take the form of an examination. Unlike other Australian jurisdictions 
(e.g. the Higher School Certificate in New South Wales and the Victorian 
Certificate of Education), Queensland’s external assessments are generally 
not intended to assess content and skills across the entire subject but instead 
are focused on particular units or aspects of study. Students will complete 
four summative assessments across Units 3 and 4, with most syllabi 
providing for the external assessment to occur towards the conclusion of 
the school year, focusing on the last unit of work, or one of its topics. The 
nature and form of each of the four assessments will vary across and within 
each subject. The exceptions will be most mathematics and science subjects, 
where the external assessment will be weighted at 50 per cent of the total 
assessment in Units 3 and 4, covering content from across the two units.

External assessments will be developed by teams of subject 
experts drawn mainly from schools and tertiary institutions. The team 
of developers will not construct the entire assessment but will instead 
have responsibility for generating a range of items for possible inclusion 
in the final assessment task. A ‘chief examiner’, usually an officer of the 
QCAA, will be responsible for compiling the various items into a single 
assessment task, with additional items ‘banked’ for further refinement and 
use in subsequent years. The completed assessment will be reviewed by a 
scrutiny panel, which, alongside double-checking content for instance, will 
also complete the assessment task in conditions reflecting that expected of 
students. Trial external assessments have been developed based on existing 
syllabus requirements, with sample tasks available on the QCAA website. 
It is intended that indicative external assessment tasks based on the revised 
syllabi will be developed and distributed in late 2018.

Marking will be undertaken by trained markers who will participate 
in compulsory calibration activities. Most external assessments will be 
marked online. Quality assurance of marking will be undertaken through 
either double-marking or single-marking with additional check marking 
dependent on the nature of the assessment task (i.e. longer response tasks, 
such as analytical essays in English, will be double-marked, while short 
answer questions will be check marked only). Double-marking will involve 
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the blind re-marking of all scripts by at least two markers. Where there is a 
discrepancy in the marks, a third referee marker will also mark the script, 
with a process of mark resolution undertaken. Check marking will only 
occur for scripts that are single marked, and will involve the sampling of 
scripts and a review of marking by experienced markers to confirm that 
the allocation of marks is in line with marking guides. In both processes, 
control scripts are used to ascertain any markers who are marking outside 
variance allowances. Where this occurs, a process of recalibration will be 
undertaken and, where necessary, scripts re-marked. This model reflects 
current QCAA practice in marking the QCS Test. It is intended that a 
period of two weeks will be required for marking, with an additional week 
available for re-marking or reviews of scripts.

School-based assessment (coursework)
For general subjects, each student will complete three formal school-based 
assessments (in addition to an external assessment) to meet certification 
requirements. In applied subjects, all assessment will be school-based. For 
two applied subjects, Essential English and Essential Mathematics, one 
school-based assessment will be a common task developed by the QCAA, 
but implemented and marked by individual schools using a common 
marking scheme developed by the QCAA. The school-based assessment 
requirements are described within the syllabus with guidelines for teachers 
on the conditions and techniques for assessment.

Reliability and comparability of school-based assessment results 
will be supported through processes of endorsement and confirmation. 
Endorsement of school-based assessment will occur prior to teaching of 
the content, with the school required to present to the QCAA proposed 
assessment tasks and detailed student expectations so that they may be 
reviewed and endorsed. The syllabus documents mandate particular 
assessment approaches (e.g. prescribing in chemistry that a student should 
complete a written data test and a first-hand experimental investigation), 
but the syllabi allow teachers to contextualize assessments to the particular 
characteristics of the school and students. An example of syllabus guidelines 
is provided in Annex 1.

School-based assessment will be marked by the classroom teacher, 
using instrument specific marking guides (ISMGs) provided in the syllabus 
(see example in Annex 1). The ISMGs provide a structure where judgements 
are able to be made against the criteria of the task and the expected 
standards of the syllabus. All marks will be provided to the QCAA prior to 
the commencement of the confirmation process. Confirmation will involve 
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the sampling of student work across a range of achievement with individual 
samples being determined by the QCAA. A network of assessors will review 
the student work against the prescribed marking criteria (based on the 
ISMGs), confirming the accuracy of the result awarded by the classroom 
teacher. These assessors will undergo a process of formal training and 
calibration activities to ensure consistency of judgements. Student results 
may be adjusted to reflect variation in assessors’ judgements, with the exact 
policy and practice to be formulated.

Standard setting process
Determining grades
Syllabi within the new senior system outline the rationale, content, 
assessments and marking guides for each subject. This has signalled a 
move in Queensland towards higher-definition syllabi that provide greater 
guidance for teachers in designing curriculum and assessing student 
achievement. Current syllabi provide broad guidance for teachers, from 
which more detailed work plans are developed, allowing greater flexibility 
and accounting for diverse teaching contexts (Luke et al., 2008). The new 
syllabi provide greater prescription of curriculum content and assessment, 
which should be expected to have an impact on pedagogical practices 
(Menter and Hulme, 2013). Most significantly, the number of required 
summative assessments has been greatly reduced with the intent to make 
more time available for focus on teaching. However, teacher professional 
judgement will continue to play a significant role in the assessment and 
determination of student grades and outcomes. 

Queensland teachers have a long history of reporting student 
achievement based on evidence that they have collected from school-
based assessment. This is an important consequence of valuing different 
techniques of assessment and seeking to provide teachers with professional 
development. The ISMGs in the syllabus documents describe the expected 
qualities of student work and can be used to discuss the quality of individual 
student responses during the marking, moderation and confirmation 
processes. The marking guides reflect the expected standards of student 
achievement developed with reference to a hierarchy of cognitions based 
on the work of Marzano and Kendall (2007). This approach ensures 
that teachers are still able to contextualize their assessment, but student 
outcomes and achievements are easily compared across different settings.

Final subject results for general subjects will be derived from a 
combination of the three school-based assessments and one external 
assessment. The results across the four assessment tasks will not be scaled 
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against each other but will instead be combined to provide an overall result. 
In this way, the assessment decisions of teachers will not be subordinate to 
the results from external assessments.

It is intended that the combined internal and external raw scores 
will be mapped to a scale of related syllabus standards using a method 
known as ‘item-descriptor matching methods’ (Cizek and Bunch, 2007). 
A modified Rasch model analysis will be used to establish standards cut 
scores, with inputs coming from the individual marks or grades awarded 
according to the specific items or criteria contained in the ISMGs for school-
based assessment, and criteria of the external assessment. Verification of 
the standards cut scores will be undertaken through sampling and review of 
borderline student samples. A panel of expert assessors and reviewers will 
review student work where the results are close to the proposed boundary of 
scores for a particular standard to consider the suitability of the application 
of the standards.

Final results in general subjects will be reported to students as a 
numerical result out of 100, with achievement of standards presented on 
an A–E scale, where a C standard is equivalent to a student of satisfactory 
achievement of the expected standards of learning (Department of Education 
and Training [Qld], 2016b). For applied subjects, only the A–E grade will be 
reported. Applied subjects will not have external assessment, and a student 
may only use one applied subject in the calculation of a tertiary entrance 
rank. The reported marks for general subjects will be the combined raw 
scores across the school-based and external assessments. It is expected, 
though not controlled for, that the form and expectations of school-based 
assessment will not vary significantly from year-to-year. The stability 
of parameters within the syllabi, and the capacity of the endorsement 
process to ensure assessment of comparable difficulty, should allow for 
comparisons across year groups to occur for the purpose of deriving cut 
scores, and confidence that achievement of a particular standard in one 
year is comparable to achievement of the same standard in another year. 
Calculation of an ATAR will be a separate process which ranks student 
overall achievement and is not standards based, but simply employs the 
final results in a process of calculations.

Political and public controversies/debates with the 
Queensland Certificate of Education
The QCE was introduced in 2008 and is therefore only a relatively recent 
qualification, although the current approach to assessment in Queensland 
has a rich history. The focus of recent concerns or debates has not been in 
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relation to the qualification itself but rather the reliance on school-based 
assessment for determining student achievement and its relationship to 
tertiary entrance and preparedness for future study.

It is tempting to represent the impending renewal of senior assessment 
as the result of concerns about the reliability of school-based assessment 
as it is currently implemented in Queensland. Despite over four decades 
of experience, there have always been criticisms of the system from those 
committed to the use of subject-based external assessment (Allen, 2013). 
However, it is argued here that the motivation for curriculum renewal is 
more accurately attributed to systemic changes in the broader educational 
environment that have occurred over the past two decades (McCulloch, 
1998; Sinnema and Aitken, 2013). These changes have had a significant 
impact on the interface between secondary and tertiary education.

Some of the most influential changes that have impacted on the 
secondary schooling sphere are:

●● the changing nature of schooling: Greater numbers of students are 
now completing Year 12, with more of these students seeking to 
continue studying after school. This has impacted on the purpose of 
senior schooling and its expected outcomes

●● the blurring of boundaries between secondary and tertiary education: 
There has been an increased uptake of vocational education and 
training during the senior phase of schooling, and significant numbers 
of students studying subjects at university while they are still at school

●● a new and more flexible senior qualification: The QCE was introduced 
to recognize and encourage a wide range of learning options and 
impose minimum standards of literacy and numeracy

●● the increasing influence of the Global Education Reform Movement 
(GERM): The emergence of assumptions that educational improvements 
come from competition and accountability, such as ranking schools 
based on common national assessment results, standards-based 
assessment and prescriptive and homogeneous curricula focused on 
literacy, numeracy and knowledge and skills in science (Sahlberg, 
2011). There has been an associated movement in the foundation of 
educational policy towards achievement on international measures 
and global competitiveness

●● publication of student data and school comparison tables: The official 
publication of student achievement data and increasing tendency for 
media outlets to use both official and unofficial data to generate league 
tables purporting to compare achievement between schools has led 
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to schools focusing on achieving reportable outcomes for students. 
One possible result has been an increase in student preparation for 
the annual QCS Test at the expense of subject-based teaching and 
assessment.

Mainly occurring at the national level, other challenges have arisen from 
changes in the tertiary sector and beyond:

●● movement towards a common tertiary entrance rank: All states and 
territories, other than Queensland, embraced a common ATAR 
from 2009

●● deregulation of the higher education sector: Following the Review of 
Australian Higher Education (Bradley et al., 2008), new participation 
targets were set for Australian universities, and the deregulation of 
previous quota restrictions on university places was introduced. These 
changes resulted in increased competition between tertiary institutions 
and an imperative to attract students in greater numbers. This has led 
tertiary providers to use alternatives to senior certification and ranking 
to offer direct entry to Year 12 students. Recent reports indicate that 
only 31 per cent of students are admitted to universities based solely 
on their ATAR (HESP, 2016)

●● fluctuations and changes in the employment market caused by 
economic conditions: The Queensland and Australian economies have 
been significantly affected by a range of changing conditions including 
the recent global financial crisis and mining booms and contractions. 
These changing conditions have created varying demands for particular 
skills, which have impacted on the value associated with particular 
areas of study.

While the systemic changes taking place in Queensland are best understood 
as the consequence of a wide range of factors, the parliamentary inquiry 
into assessment methods used in mathematics and science subjects, and the 
ACER review of senior assessment and tertiary entrance processes, both 
demonstrated that there was also a divide between policy and practice 
regarding the purpose of assessment, and the use and reporting of standards 
in the Queensland system. For example, critics of the system frequently 
expressed concerns that were based on an assumption that marks were 
not allowed to be used in a standards-based system and disagreed with the 
concept of a student being able to demonstrate different levels of achievement 
in different questions or tasks (Queensland Parliament, 2013c). There were 
also perceptions that the moderation system was not sufficiently robust to 
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deliver fair and accurate outcomes, and that it should only continue with 
the addition of external examinations used for scaling purposes (Matters 
and Masters, 2014). 

The inquiry concluded that the doubt about whether it is possible 
to make valid and reliable judgements of student achievement in senior 
mathematics, chemistry, and physics using only school-based assessment, 
related in part to: 

●● teachers’ lack of support for the assessment methods of these particular 
syllabi (which had undergone significant change in the previous decade)

●● a lack of a common assessment that allows direct comparison of 
students (Queensland Parliament, 2013c). 

These views challenged the body of research that has demonstrated how 
social moderation of student assessment supports the ongoing professional 
learning of teachers and can be as reliable as external examinations (see, 
for example, Hipkins and Robertson, 2011; Klenowski and Wyatt-Smith, 
2010). As the ACER reviewers asserted in reference to school-based 
assessments, ‘The reliability and comparability of such assessments depend 
in part on the assessment activities themselves. In general, the more tightly 
specified and similar the activities on which assessments are made, the more 
reliable and comparable the resulting judgements’ (Matters and Masters, 
2014: 48). It was this conclusion that led ACER to propose, and for the 
government to accept, the new processes of endorsement and confirmation 
mentioned above. Importantly, the new Queensland system goes further 
than just incorporating external assessment by introducing new approaches 
for the state-wide endorsement of school-based assessment tasks before 
they are used in the classroom and the provision of professional learning 
and accreditation of assessors within the system. Both of these approaches 
are designed to further enhance the quality of assessment tasks, better 
supporting the fair and reliable application of standards of achievement to 
student responses to assessment tasks.

ACER’s recommendations reinforce the view that the focus of a 
functional assessment system should be on assessment quality and its 
validity or fitness-for-purpose. The starting point in designing an assessment 
programme should be to identify the total body of evidence needed to judge 
student achievement. If each is understood to be inherently valid, it is 
possible for school-based and external assessment to coexist constructively. 
The greater consistency and transparency of external assessments can be 
effectively combined with the more familiar deep learning and engagement 
produced by school-based assessments that include projects, reports, 
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investigations, orals, practical work, fieldwork, performances, presentations, 
essays, examinations and the production of artefacts.

Annex 1: Sample syllabus assessment and marking guide 
(Chemistry)
The following example is indicative only, with final approval of syllabus 
content and assessment requirements still to be provided.

Description
This assessment requires students to research a question or hypothesis 
through collection, analysis and synthesis of primary data. A student 
experiment uses investigative practices to assess a range of cognitions in 
a particular context. Investigative practices include locating and using 
information beyond students’ own knowledge and the data they have 
been given.

Research conventions must be adhered to. This assessment occurs 
over an extended and defined period of time. Students may use class time 
and their own time to develop a response.

Assessment objectives
This assessment technique is used to determine student achievement in the 
following objectives (note that Objective 1 is not assessed in this instrument):

2.	 apply understanding of chemical equilibrium systems and oxidation 
and reduction to modify experimental methodologies and process 
primary data

3.	 analyse experimental evidence about chemical equilibrium systems or 
oxidation and reduction 

4.	 interpret experimental evidence about chemical equilibrium systems or 
oxidation and reduction

5.	 investigate chemical equilibrium systems or oxidation and reduction 
through an experiment 

6.	 evaluate experimental processes and conclusions about chemical 
equilibrium systems or oxidation and reduction 

7.	 communicate understandings and experimental findings, arguments 
and conclusions about chemical equilibrium systems or oxidation and 
reduction. 
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Specifications
Description

In the student experiment, students modify (i.e. refine, extend, or redirect) 
an experiment in order to address their own related hypothesis or question. 
It is sufficient that students use a practical performed in class or a simulation 
as the basis for their methodology and research question.

In order to complete the assessment task, students must (note that the 
steps indicated with an asterisk * below may be completed in groups. All 
the other elements must be completed individually):

●● identify an experiment to modify*
●● develop a research question to be investigated*
●● research relevant background scientific information to inform the 

modification of the research question and methodology
●● conduct a risk assessment and account for risks in the methodology*
●● conduct the experiment*
●● collect sufficient and relevant qualitative and/or quantitative data to 

address the research question*
●● process and present the data appropriately
●● analyse the evidence to identify trends, patterns, or relationships
●● analyse the evidence to identify uncertainty and limitations 
●● interpret the evidence to draw conclusion/s to the research question
●● evaluate the reliability and validity of the experimental process 
●● suggest possible improvements and extensions to the experiment
●● communicate findings in an appropriate scientific genre (e.g. poster, 

report, journal article, conference presentation).

Scientific inquiry is a non-linear, iterative process. Students will not 
necessarily complete these steps in the stated order; some steps may be 
repeated or revisited.

Conditions

●● Time: 10 hours class time. This time will not necessarily be sequential. 
Students must perform the majority of the tasks during class time, 
including 
	 performing background research and developing the methodology
	 conducting the experiment
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	 processing and analysing evidence and evaluating the methodology
	 preparing and presenting the response (e.g. writing the report, 

constructing and presenting the poster).

●● Length:
	 written (e.g. scientific report), 1,500–2,000 words
	 or
	 multimodal presentation (e.g. poster presentation), 9–11 minutes.

●● Other:
	 students may work collaboratively with other students to develop 

the methodology and perform the experiment; all other stages (e.g. 
processing of data, analysis of evidence, and evaluation of the 
experimental process) must be carried out individually

	 the response must be presented using an appropriate scientific 
genre (e.g. scientific report, poster presentation, logbook entries, 
conference presentation) and contain
	 a research question 
	 a rationale for the experiment
	 reference to the initial experiment and identification and 

justification of modifications to the methodology 
	 raw and processed qualitative and/or quantitative data 
	 analysis of the evidence
	 conclusion/s based on the interpretation of the evidence
	 evaluation of the methodology and suggestions of improvements 

and extensions to the experiment
	 a reference list

Instrument-specific marking guide (indicative only)
Criterion: Research and planning 
Assessment objectives

2.	 apply understanding of chemical equilibrium systems or oxidation 
and reduction to modify experimental methodologies and process 
primary data

5.	 investigate chemical equilibrium systems or oxidation and reduction 
through an experiment
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Table 10.1: The characteristics of the student work

Characteristics Marks
•	 informed application of understanding of chemical 

equilibrium systems or oxidation and reduction to modify 
experimental methodologies demonstrated by
–	 a considered rationale for the experiment
–	 justified modifications to the methodology 

•	 effective and efficient investigation of chemical equilibrium 
systems or oxidation and reduction demonstrated by
–	 a specific and relevant research question
–	 a considered methodology that enables the collection of 

sufficient, relevant data 
–	 considered management of risks and ethical or 

environmental issues.

5–6

•	 adequate application of understanding of chemical 
equilibrium systems or oxidation and reduction to modify 
experimental methodologies demonstrated by
–	 a reasonable rationale for the experiment
–	 feasible modifications to the methodology

•	 effective investigation of chemical equilibrium systems or 
oxidation and reduction demonstrated by
–	 a relevant research question
–	 a methodology that enables the collection of relevant 

data 
–	 management of risks and ethical or environmental 

issues.

3–4

•	 rudimentary application of chemical equilibrium systems or 
oxidation and reduction demonstrated by
–	 a vague or irrelevant rationale for the experiment
–	 inappropriate modifications to the methodology

•	 ineffective investigation of chemical equilibrium systems or 
oxidation and reduction demonstrated by
–	 an inappropriate research question
–	 a methodology that causes the collection of insufficient 

and irrelevant data
–	 inadequate management of risks and ethical or 

environmental issues.

1–2

•	 does not satisfy any of the descriptors above. 0
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Table 10.2: The characteristics of the student work

Characteristics Marks
•	 appropriate application of algorithms, visual and graphical 

representations of data about chemical equilibrium systems 
or oxidation and reduction demonstrated by correct and 
relevant processing of data

•	 systematic and effective analysis of experimental evidence 
about chemical equilibrium systems or oxidation and 
reduction demonstrated by
–	 thorough identification of relevant trends, patterns or 

relationships
–	 thorough and appropriate identification of the 

uncertainty and limitations of the evidence
•	 effective and efficient investigation of chemical equilibrium 

systems or oxidation and reduction demonstrated by the 
collection of sufficient and relevant raw data.

5–6

•	 adequate application of algorithms, visual and graphical 
representations of data about chemical equilibrium 
systems or oxidation and reduction demonstrated by basic 
processing of data 

•	 effective analysis of experimental evidence about 
chemical equilibrium systems or oxidation and reduction 
demonstrated by
–	 identification of obvious trends, patterns or 

relationships
–	 basic identification of uncertainty and limitations of 

evidence
•	 effective investigation of chemical equilibrium systems or 

oxidation and reduction demonstrated by the collection of 
relevant raw data.

3–4

•	 rudimentary application of algorithms, visual and graphical 
representations of data about chemical equilibrium systems 
or oxidation and reduction demonstrated by incorrect or 
irrelevant processing of data

•	 ineffective analysis of evidence demonstrated by
–	 identification of incorrect or irrelevant trends, patterns 

or relationships
–	 incorrect or insufficient identification of uncertainty and 

limitations of evidence
•	 ineffective investigation of chemical equilibrium systems or 

oxidation and reduction demonstrated by the collection of 
insufficient and irrelevant raw data.

1–2

•	 does not satisfy any of the descriptors above. 0
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Table 10.3: The characteristics of the student work

Characteristics Marks
•	 insightful interpretation of experimental evidence about 

chemical equilibrium systems or oxidation and reduction 
demonstrated by justified conclusion/s linked to the 
research question 

•	 critical evaluation of experimental processes about 
chemical equilibrium systems or oxidation and reduction 
demonstrated by
–	 justified discussion of the reliability and validity of the 

experimental process
–	 suggested improvements and extensions to the 

experiment which are logically derived from the 
analysis of the evidence.

5–6

•	 adequate interpretation of experimental evidence about 
chemical equilibrium systems or oxidation and reduction 
demonstrated by reasonable conclusion/s relevant to the 
research question 

•	 basic evaluation of experimental processes about 
chemical equilibrium systems or oxidation and reduction 
demonstrated by
–	 reasonable description of the reliability and validity of 

the experimental process
–	 suggested improvements and extensions to the 

experiment which are related to the analysis of the 
evidence.

3–4

•	 invalid interpretation of experimental evidence about 
chemical equilibrium systems or oxidation and reduction 
demonstrated by inappropriate or irrelevant conclusion/s 

•	 superficial evaluation of experimental processes about 
chemical equilibrium systems or oxidation and reduction 
demonstrated by 
–	 cursory or simplistic statements about the reliability and 

validity of the experimental process
–	 ineffective or irrelevant suggestions.

1–2

•	 does not satisfy any of the descriptors above. 0

Criterion: Analysis of evidence
Assessment objectives

2.	 apply understanding of chemical equilibrium systems or oxidation 
and reduction to modify experimental methodologies and process 
primary data 
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3.	 analyse experimental evidence about chemical equilibrium systems or 
oxidation and reduction 

5.	 investigate chemical equilibrium systems or oxidation and reduction 
through an experiment

Criterion: Interpretation and evaluation
Assessment objectives

4.	 interpret experimental evidence about chemical equilibrium systems or 
oxidation and reduction 

6.	 evaluate experimental processes and conclusions about chemical 
equilibrium systems or oxidation and reduction

Criterion: Communication
Assessment objective

7.	 communicate understandings and experimental findings, arguments 
and conclusions about chemical equilibrium systems or oxidation and 
reduction

Table 10.4: The characteristics of the student work

Characteristics Marks
•	 effective communication of understandings, findings, 

arguments and conclusions about chemical equilibrium 
systems or oxidation and reduction demonstrated by
–	 fluent and concise use of scientific language and 

representations
–	 appropriate use of genre conventions
–	 acknowledgment of sources of information through 

appropriate use of referencing conventions.

2

•	 adequate communication of understandings, findings, 
arguments and conclusions about chemical equilibrium 
systems or oxidation and reduction demonstrated by
–	 competent use of scientific language and representations
–	 use of basic genre conventions
–	 use of basic referencing conventions.

1

•	 does not satisfy any of the descriptors above. 0
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Managing the tension 
between performance 
standards and 
aggregate ranking
Graham S. Maxwell 

After almost 50 years of successful and robust senior secondary school 
certification based solely on school-based assessment (Maxwell and 
Cumming, 2011), Queensland has finally succumbed to pressures for greater 
alignment with other Australian states and territories. Matthew Campbell 
has done well in describing some of the features of the old and new systems. 
It is important to note the distinction between certification of a performance 
standard (or level of achievement) in each subject studied by a student, 
and the combination of each student’s results across several subjects to 
produce a rank ordering of all students for purposes of university (tertiary) 
admission. In Queensland, these two will continue to be kept conceptually 
and operationally separate, and it is desirable to do so, since they are two 
quite different measures with different meanings (certification of subject 
performance against explicit performance standards versus relative ranking 
of general performance summed across whichever subjects were studied).

There is some consistency between old and new in Queensland. 
Subject achievement will continue to be reported in terms of five expressed 
standards, and school-based assessments will be socially moderated (by 
external ‘verifiers’ rather than moderation panels). Moderation through 
teacher professional judgement (Maxwell, 2010) remains at the heart of 
the within-school and between-school processes. The new procedures 
are, however, more prescriptive, and some of the previous flexibility for 
adaptation to local and individual circumstances would seem to have been 
lost; for example, it is unclear how accommodations for special needs and 
‘make-ups’ for illness, etc., will be managed, something previously decided 
within the context of the school without the need for external approval. The 
new endorsement and confirmation processes will be much more centrally 
controlled than the old approval and confirmation processes, which were 
much more advisory and negotiable. 
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A major difference will be the way in which a subject result is 
determined. The old approach involved holistic teacher judgement of 
a portfolio of assessments against subject performance standards, with 
those judgements being the focus of the moderation procedures. The new 
approach focuses on verification (moderation) of each of the school-based 
assessments, involving professional judgement using ‘item specific marking 
guides’. The school-based results and the external assessment results are to 
be numerically combined and cut-offs for the subject grades established on 
this combined scale, although professional judgement remains at the heart 
of this process. Reporting subject results on a 100-point scale, not just the 
grades, is a major change; previously, any accompanying numerical results 
were not reported.

There has clearly been considerable thought given to the new system. 
No doubt fine-tuning will be needed over time. Research into comparative 
qualities and effects of the old and new systems ought to be a priority.

The calculation of a rank ordering of all students completing a 
senior secondary school programme of study that makes them eligible for 
university studies is a peculiarly Australian practice. In other places, a grade 
point average would suffice. Why then the calculation of the Australian 
Tertiary Admission Rank (ATAR)? The answer would seem to lie in the 
diversity of senior secondary school subjects on the one hand and diversity 
of university undergraduate courses on the other. 

First, ATAR attempts to adjust for differences in the quality of the 
cohorts of students choosing to study different subjects. It does this by scaling 
subject results psychometrically against a measure of ‘overall achievement’. 
In the current Queensland system, a similar measure, the Overall Position 
(OP), is derived by scaling subject results against the Queensland Core Skills 
Test as the moderator measure of overall achievement. For ATAR, practice 
across the states is inconsistent but essentially an iterative other-subject 
scaling process (sum each student’s several subject results, use the resulting 
measure to moderate each subject result, and repeat, preferably until 
there is convergence). ATAR is expressed as a percentile with increments 
of 0.05. The current OPs in Queensland are reported on 25 ranks, based 
on data simulations showing finer distinctions were unwarranted. The 
new procedures in Queensland can presumably deliver greater precision. 
However, in general, ATARs would appear to be expressed at an 
unwarranted level of precision (essentially a 2,000-point scale). 

Second, in Australia, with some exceptions, university admission is 
mostly to a particular undergraduate specialization, not to the university 
as a whole. This requires a rapid sorting of offers and acceptances, and 
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universities have established the system of state tertiary admissions centres 
to do this. Applicants receive a single offer based on their course preferences. 
Apart from some specialist performance areas such as music, universities do 
not in general select students based on transcripts, portfolios, presentations 
or interviews. Instead, each state has a Tertiary Entrance Centre that sorts 
student preferences based on the ATAR and makes a single offer of a 
university place. A great deal therefore hangs on the ATAR as a competitive 
ranking of student quality. In most cases, there is no set standard for entry 
to a university course; cut-offs for entry depend on the competition for 
available places. 
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The curious case of 
Queensland and a middle 
way for senior schooling 
assessment
Joshua McGrane

Campbell’s chapter highlights the historically unique approach of Queensland 
to senior schooling and tertiary entrance assessment in the Australian 
context, particularly in the sole reliance upon school-based assessments for 
these high stakes purposes. While other Australian jurisdictions have also 
historically had their own standards-referenced assessment and external 
moderation practices for senior schooling assessment (Wyatt-Smith 
et al., 2017), external examinations have typically taken precedence. This 
precedence is reflected in the use of external examinations to moderate (or 
‘scale’) the school-based marks, as these examinations are perceived as more 
reliable and trustworthy, even though they are potentially limited in terms 
of providing more contextualized and authentic assessment of students’ 
learning (Maxwell, 2006). 

The recent reforms in Queensland, including the reintroduction 
of external examinations, bring their practices closer to other Australian 
jurisdictions. Nonetheless, the continuing systemic emphasis upon teacher-
driven assessment in this high stakes context, which is blended with 
improved centralized control and monitoring processes to ensure the 
reliability and comparability of these assessments, represents a middle way 
in senior schooling assessment. This middle way balances a trust in teachers’ 
professionalism and assessment practices, underpinned by an emphasis 
upon assessment-related professional development, with centralized 
processes concerned with accountability and gathering evidence to ensure 
that the individual schools’ and teachers’ assessment practices reflect the 
systemic and curricular expectations (Hopfenbeck et al., 2015). As a result, 
the success (or otherwise) of the reformed Queensland senior schooling 
assessment system will be an interesting case study for researchers and 
policymakers interested in a balanced approach to high stakes educational 
assessment.
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Queensland’s teacher-centred approach to senior-school assessment 
is consistent with a more general push in Australia to train assessment-
capable teachers, as reflected in the national standards for teaching and 
teacher training introduced in 2012 (Wyatt-Smith et al., 2017). Despite this 
push, there is a scarcity of published research on the reliability and validity 
of high stakes teacher assessments in Australia. Johnson (2013) suggests 
that this scarcity is reflected globally, and the limited evidence available 
on this topic suggests that teachers are commonly influenced by construct-
irrelevant factors when making their assessments, including the gender, 
socio-economic background, effort and behaviour of their students. Hay 
and Macdonald’s (2008) case-study of senior secondary Physical Education 
teachers in the Queensland context was consistent with this claim. Teachers 
were found to make their judgements along somewhat ‘intuitive’ lines and 
were influenced by the attitudes and sporting histories of the students, 
rather than explicitly referenced to the criteria and standards of student 
performances set out in the syllabus. Based on this limited evidence, the 
reforms to the Queensland assessment system to provide additional oversight, 
scaffolding and resources to teachers to ensure that their assessments are 
explicitly referenced to the relevant syllabus are welcome. Nonetheless, the 
influence of construct-irrelevant factors on the teacher assessments should 
be a key concern in monitoring processes and explicitly addressed in teacher 
training and professional development in assessment.

On a more critical note, the requirement for teachers to assess 
students’ performances by rating them on a small number of coarse-grained 
levels, along with the use of marking guides that are somewhat generic 
with respect to the specific assessment tasks, are concerning elements of 
Queensland’s reformed assessment system. Andrich (2006) argued that 
similar features present in the Western Australian assessment system at the 
time led to systematic biases in teacher judgements and were insufficiently 
precise for purposes of tertiary entrance selection. Therefore, as the 
Queensland system is further developed and implemented, an eye should 
be kept to the mistakes made by other Australian jurisdictions in the past.
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Chapter 11

Standard Setting in South 
Africa: The National Senior 
Certificate
Emmanuel Sibanda 

Introduction
South Africa is a country on the southernmost tip of the African continent. 
The total population in South Africa is estimated at 55.6 million people, 
according to the latest Community Survey 2016 figures (StatSA, 2016). 
Since 1994, South Africa has been divided into nine provinces. They vary 
widely in population, from the mostly urban Gauteng, which contains over 
20 per cent of the national population, to the mostly desert Northern Cape, 
which contains less than 3 per cent. Other provinces are KwaZulu-Natal 
(19.9 per cent); Eastern Cape (12.6 per cent); Western Cape (11.3 per cent); 
Limpopo (10.4 per cent); Mpumalanga (7.8 per cent); North West (6.7 per 
cent); and Free State (5.1 per cent).

Overview of the South African education system
In South Africa, the Department of Basic Education (DBE) is responsible for 
formulating, developing and reviewing policies and legislation in respect of 
the education system from Grade R to 12. The education system could be 
regarded as an 8 + 2 + 3 system. The thirteen years of schooling are divided 
into four phases as follows:

Table 11.1: Organization of primary and secondary schooling in 
South Africa 

Phases Grades Schools Age Range
Foundation R, 1–3

Primary
6–9

Intermediate 4–7 10–13
Senior 8–9 Senior/High 14–15
Further Education and 
Training (FET)

10–12 16–18
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There are eight years of primary schooling (broken up into Grade R, 
foundation and intermediate phases), followed by two years of senior/
high school, which together make up general education and training, the 
compulsory component of schooling. This is followed by three years of 
further education and training. There are no public examinations at the 
end of grade nine, and no national certificate is issued; learners are issued 
report cards for each grade by their schools. The public examinations or 
external examinations take place only at the end of Year 13 or Grade 12. 
The average ages of Grade 12 cohorts of learners are 17 and 18. As in most 
countries, Grade 12 examinations serve a dual role: as a school exit and 
as a portal into tertiary education. According to the DBE in 2016, of the 
1.23 million learners who enrolled for grade one in 2005, only 657,447 
(53 per cent) registered for the Grade 12 examinations in 2016. Some of 
the learners continued at vocational colleges and others dropped out from 
school. The majority of the dropouts occurred in Grades 10 and 11. On 
average, between 50 per cent and 55 per cent of learners who enrolled in 
Grade R proceed to Grade 12 after 12 years of schooling (DBE, 2016a). 

There is no single examination body in South Africa. Three 
assessment bodies administer examinations. In the public schooling system, 
the government ministry, the Department of Basic Education, sets and 
administers examinations. 

In addition to the public system, two independent examination bodies 
set examinations for independent schools, the Independent Examinations 
Board (IEB), which services a large number of independent schools, and 
the South African Comprehensive Assessment Institute (SACAI). All three 
assessment bodies set papers in two languages, English and Afrikaans. 

The IEB and SACAI are accredited by Umalusi to administer the 
examinations. The DBE, by law, is deemed accredited. The DBE, IEB and 
SACAI are regarded as assessment bodies, which is different from what is 
referred to as an examination board in other countries.

Umalusi was established through the promulgation of the General 
and Further Education and Training Quality Assurance (GENFETQA) Act 
(58 of 2001), amended in 2008. Among other things, Umalusi is mandated 
to (1) develop and implement policy for quality assurance of the assessment 
(assessments at exit points and site-based assessment); and (2) issue 
certificates to learners who have achieved qualifications. 
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Umalusi’s role in examinations is through the processes of quality 
assurance of assessment. These processes are:

●● moderation of question papers 
●● moderation and verification of school-based assessment (SBA) 
●● monitoring of the state of readiness to conduct the examinations
●● monitoring and auditing of the selection and appointment of markers
●● monitoring of the writing of the examinations
●● monitoring and verifications of marking
●● standardization of learners’ marks.

Umalusi is an independent body even though it is funded by the ministry.

History of examinations in South Africa
The examination system in South Africa dates back 15 decades. The first 
136 years of the system were characterized by multiple standards and 
fragmented, racialized approaches to exams (NECT, 2015: 6). The University 
of Good Hope conducted the first exams in the nineteenth century.

In 1918, the Joint Matriculation Board (JMB) of universities in South 
Africa took over from the University of Good Hope and was also responsible 
for setting standards for the matriculation certificate. The matriculation 
certificate, which became the gateway to universities and many professional 
careers, was established as the only school leaving certificate recognized by 
several foreign bodies. 

In 1921, eight new departmental examinations were established 
under the jurisdiction of JMB as the arbitrator of standards. The JMB’s 
approach to maintaining standards was through the control of syllabi and 
curricula as well as the moderation of question papers. The JMB had a 
particular view of standards that related to validity or dependability of the 
examination. The JMB strove to minimize the variations from one year to 
the next, or from one subject to another (Umalusi, 2006). This is how the 
standards were established and maintained.

The JMB, during its existence, wrestled with the decentralization 
of the examination to provinces. Over time, the situation became worse 
as the national education system of South Africa consisted of 19 different 
education departments, which implied 19 different examination systems 
(Terblanche, 1989). These examination systems were divided on ethnic and 
racial lines.
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According to Trümpelmann (1991), it was abundantly clear in the 
late 1980s that the decentralization of the examination had aggravated the 
problems relating to control and standards.

In 1992, the South African Certification Council (SAFCERT) was 
established and took over from JMB. The mandate of SAFCERT was to 
centralize the certification processes, oversee the standardization of results 
of the Senior Certificate (SC) and externally moderate all examination 
papers. The centralization of the certification process was seen as key in 
portraying a uniform standard (Trümpelmann, 1991). SAFCERT continued 
with JMB’s approach to standards; this was to be expected since JMB was 
instrumental in establishing SAFCERT.

In 1995, the then new government established the first provincial 
public examination bodies, which came into operation in 1996. The first 
national examination, under the newly elected democratic government, was 
administered in November 1996, following a highly decentralized approach 
(DBE, 2016). 

Umalusi, which took over the responsibilities of SAFCERT, was 
established in 2001 and took over the examination responsibility in 2002. 
By this time, the SCE was the responsibility of the newly recognized non-
racial provincial sub-departments of the Department of Education, lately 
DBE. However, each of the nine provincial departments continued to be 
responsible for the setting of their own examination papers. This setting 
of examination papers by different provincial departments created a 
challenge for the equivalence of examinations standards across provinces. 
As a result, in 2000, five subjects with high enrolments were set nationally 
for the purposes of ensuring common examination standards. By the end 
of 2007, 11 SCE subjects with high enrolments were set nationally by the 
Department of Education. 

The introduction of the National Senior Certificate (NSC), which was 
examined in grade 12 for the first time in 2008, was a significant milestone 
of the new government. Since the end of 2008, all grade-12 learners, 
irrespective of their race or location, have written the same examination, set 
by a single national department of education. This implies that all learners 
are examined on the same standard.

Table 11.2 shows a time line that indicates key changes since 1858.
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Table 11.2: Organization of primary and secondary schooling in 
South Africa 

Source: Adapted from NECT 2015: Perspective and 
lessons on public systems improvement

The NSC was first introduced in 2005 in Grade 10 by the then Minister of 
Education. It has since been amended quite a number of times with the latest 
being in 2011 (National Planning Commission, 2011). The amendments 
were to be expected since this is the first examination that is written by all 
learners irrespective of race. The NSC is a 130-credit certificate at level 4 
on the National Qualifications Framework (NQF). In order for the learner 
to obtain an NSC, he/she must offer/register seven subjects including three 
compulsory subjects, namely, home language, life orientation, mathematics 
or mathematical literacy.

Table 11.3: The National Senior Certificate scale ratings with 
descriptions

Rating code Description of competence Percentage of marks
7 Outstanding 80–100
6 Meritorious 70–79
5 Substantial 60–69
4 Adequate 50–59
3 Moderate 40–49
2 Elementary 30–39
1 Not Achieved 0–29
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There are concessions for immigrants and students who experience barriers 
to learning, such as those who are deaf or dyslexic. The concessions will not 
be discussed in this report.

The achievements of learners in subjects are reported in a seven-level 
scale. The scale is fixed from one year to the next. Table 11.3 shows a seven-
level scale rating with descriptions. 

The Grade 12 examinations serve a dual purpose: as a school exit 
and as a portal into higher education. For a school exit, which is the lowest 
pass, a learner must have:

●● an achievement rating of 3 in three subjects, one of which is an official 
language at Home Language level

●● an achievement rating of 2 in three subjects
●● an achievement rating of 1 in the fourth subject. 

The admission requirements for entrance to higher education programmes 
are set out in terms of section 3 the 1997 Higher Education Act (Act 
No.101 of 1997). Umalusi indicates on the certificate whether a candidate is 
qualified to enrol for a Higher Certificate, Diploma or a Bachelor degree at 
a higher education institution. It is, however, still the prerogative of higher 
education institutions to set specific admission requirements to particular 
programmes. 

Table 11.4 provides a summary of the key features (or ‘rules of 
combination’) of the NSC.

Table 11.4: A summary of the key features (or ‘rules of combination’) 
of the National Senior Certificate

Compulsory subjects
Languages Any two official languages, one at home 

language (first) and one at first additional 
(second) language level, one must be the medium 
of instruction. 

Life Orientation Learners must pass a 10-credit Life Orientation 
course. This course is to be examined at a school 
level only. 

Mathematics Learners must enrol for either Mathematics or 
Mathematical literacy.

Optional subjects Learners must choose any three. In order to 
qualify to apply for university entrance, learners 
must choose from a list of designated subjects 
and meet the minimum ratings as prescribed.
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The assessment process
Nature of the assessments
The NSC has been amended a few times since the first examinations in 2008. 
In 2012, a Curriculum and Assessment Policy document was introduced in 
grade 10 for each subject. The National Curriculum and Assessment Policy 
Statement (CAPS) is a single, comprehensive and concise policy document, 
which has replaced the Subject and Learning Area Statements, Learning 
Programme Guidelines and Subject Assessment Guidelines for all the 
subjects listed in the National Curriculum Statement Grades R–12. 

Examinations
The NSC examinations are conducted by three assessment bodies: the 
DBE; the Independent Examination Board (IEB); and the South African 
Comprehensive Assessment Institute (SACAI). 

The DBE papers are set and moderated at the national level. The 
setting of examination question papers is underpinned by national standards 
that are embodied in the CAPS and accompanying guideline documents 
(DBE, 2015). One of the criteria specified in CAPS is the weightings of the 
cognitive demands based on the revised Bloom’s taxonomy. The spread of 
questions in the examination paper is expected to comply with the specified 
weightings of the cognitive demands in CAPS. For the 2016 examinations, 
a total of 132 papers of the 58 subjects were set and moderated by DBE. 

The administration of public examinations is a joint responsibility 
between the DBE and the nine Provincial Education Departments (PEDs). 
The DBE has a responsibility to set national standards and to coordinate 
and monitor the administration of the examinations across the nine PEDs. 
This the DBE does by the development of national policy for the conduct, 
administration and management of national examinations, and it also 
monitors the entire examination cycle from its inception to its conclusion. 

The PEDs are responsible for the administration of the examination, 
which includes the registration of centres and candidates; the printing, 
packing and distribution of question papers; the writing of the examination; 
the marking of the examination answer scripts; and the capture of the 
marks on the Integrated Examination Computer System (IECS). The 
DBE takes final responsibility for the processing of the results, together 
with the standardization of the results, a process which is the mandatory 
responsibility of the quality assurance council, Umalusi. 

The appointment of markers is governed by the Employment of 
Educators Act, specifically, the Personnel Administrative Measures (PAM). 
The PAM criteria for the appointment of markers include the following:
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(a)	 a recognized three-year post-school qualification which must include 
the subject concerned at second- or third-year level or other appropriate 
post-matric qualifications;

(b)	 appropriate teaching experience, including teaching experience at the 
appropriate level, in the subject concerned;

(c)	 language competency; and
(d)	 in addition to the above criteria, preference is given to serving educators 

who are presently teaching the subject concerned.

In 2016, a total of 657,447 full-time candidates registered for the NSC 
examinations. The examinations were administered and marked at 6,797 
and 118 centres respectively. A total of 35,000 markers were involved, for 
a period of two weeks, with the marking of about 10.5 million scripts. 

The IEB papers are set and moderated according to the examination 
requirements which are detailed in the IEB Subject Assessment Guidelines 
and are based on CAPS. The guidelines, among other things, specify the 
content/topics which are examinable and the level of cognitive demands at 
which items should be set. For the 2016 examinations, the IEB set 81 papers 
in 44 subjects. 

The IEB is responsible for the registration of learners, administration 
of exams, appointment of markers, marking of scripts and the capturing of 
marks. The marking of scripts is centralized and takes place in Gauteng. 

In 2015, 10,212 full-time candidates from 200 schools across South 
Africa wrote the IEB NSC examinations. In 2016, around 11,000 full-time 
candidates wrote the IEB examinations. Annually, about 1.5 per cent of the 
Grade 12 candidates write IEB examinations.

SACAI is a new independent assessment body whose examinations 
papers are set and moderated according to CAPS, which is considered a 
minimum standard. SACAI in 2016 set and moderated internally a total 
of 47 papers in 27 subjects. In 2015, SACAI administered examinations 
to about 1,000 candidates. SACAI, like the IEB, is also responsible for 
the registration of learners, administration of exams, appointment of 
markers, marking of scripts and the capturing of marks. Assessment bodies 
are allowed to ‘buy’ papers from one another. This process is informed 
by low enrolments in particular subjects for a given assessment body. For 
instance, all papers for foreign languages are set, moderated internally and 
marked by IEB.

It is important to note that none of the assessment bodies use pre-
standardized items for their papers. So items are not field tested before being 
included in the paper. Teams of examiners set the papers annually. After 
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the papers are set, internal moderators then approve them. The internal 
moderators are subject experts, different from examiners, employed by 
assessment bodies. One of their responsibilities is to verify or check whether 
the paper complies with the prescripts and standards of the exam. 

Umalusi, as a quality council, externally moderates all the examination 
papers from DBE, IEB and SACAI. Umalusi is mandated to ensure that the 
NSC examinations conducted each year comply with policy. This function 
is carried out by the subject experts contracted by Umalusi. In addition to 
the moderation of papers, Umalusi also:

●● monitors the writing of the examinations 
●● monitors and verifies marking
●● verifies the capturing of marks.

School-based assessment (coursework)
The school-based assessments (SBA) are set and marked at school level. 
The standards for the assessments are prescribed in the CAPS for DBE 
and SACAI. For IEB, the SBA standards are prescribed in the IEB Subject 
Assessment Guidelines. Assessment bodies sometimes set common tasks 
as a way of supporting schools. The SBA marks are subjected to different 
layers of moderation. However, despite such measures, some teachers are 
still strict while others are too lenient with the marking of SBA tasks. As a 
result, Umalusi statistically moderates the final SBA marks of all learners. 
The moderation is relative to the learner performance in the external 
examinations. 

Weighting of school-based assessment and examinations
All learners must comply with the internal assessment requirements 
associated with the NSC. Subject information required by Umalusi for 
determining a candidate’s results must include the internal assessment mark 
(25 per cent) as part of the final standardized marks.

Umalusi certifies qualifications on the basis of an SBA assessment 
component and an external examination, both of which contribute to the 
candidate’s final result. The SBA and external examinations are central to 
the quality assurance processes and are both mandatory at exit levels. 

Weighting for SBA and external assessment is 25:75. Weightings 
for subjects with a practical assessment task (PAT) are different. The PAT 
allows learners to be assessed during the year and allows for the assessment 
of skills that cannot be assessed in the written exam (DBE, 2016). 
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Table 11.5 indicates the weighting for internal and external assessment in 
subjects with a practical assessment component.

Table 11.5: Weightings for practical assessment subjects

Assessment tasks End-of-year assessment 
SBA (School-based Assessment) Exam Paper = 50%

Practical Assessment Task (PAT) 
= 25% [If the subject has a PAT 
component]

25% 75% 

Standard Setting/Standardization process
The learner’s final mark consists of 75 per cent examination mark plus 
25 per cent of the SBA mark. The final mark is expressed in terms of 7 
levels of performance, of which 7 is the highest and 2 the lowest. Level 1 is 
regarded as a fail. 

The examinations marks and SBA marks are standardized separately. 
The SBA marks are standardized relative to the standardized examination 
mark. This process is done programmatically after standardization or 
statistical moderation of the examination marks.

In principle the statistical moderation of examination marks (or 
standardization process) is still done exactly as it was in 1992 by Umalusi’s 
predecessor, SAFCERT. Through the statistical adjustment (standardization) 
of exam marks, Umalusi aims to ensure as far as possible that the standard 
of the results is a reliable indicator of candidates’ performances relative to 
those of previous years. 

The standardization process is based on the principle that when the 
standards of examinations (from one year to the next) are equivalent, there 
are certain statistical mark distributions that should correspond (or be the 
same apart from chance statistical deviations). The assumption is also that 
if the nature of the cohort sitting for the examinations each year does not 
change, then the results should not change either. 

Statistical moderation consists of comparisons between the mark 
distributions of the current examination and the corresponding average 
distributions over a number of years, to determine the extent to which they 
correspond. If there is good correspondence, then it can be accepted that the 
examinations were of equivalent standard. If there are significant differences, 
then attempts are made to ascertain the reasons for those differences. On 
occasion differences may be due to factors such as a marked change in the 
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composition of the group of candidates enrolled for a particular subject, 
poor preparations for the examinations by candidates because of some 
disruption in their school programmes, or, unusually, thorough preparation 
by candidates because of special initiatives on the part of the educators or 
support structures.

In the absence of strong indications that there are valid reasons for 
differences, it is generally accepted that the differences are due to deviations 
in the standards of the examination or the marking, and the marks are 
adjusted to compensate for these deviations. 

The Assessment Standards Committee (ASC) on behalf of Umalusi 
Council carries out the standardization process. The committee is 
composed of: 

●● statisticians with relevant experience and knowledge in handling of 
statistically oriented research projects

●● professionals in education with specific knowledge and expertise in 
assessment and curriculum.

The ASC conducts national standardization meetings for all examinations 
per examination cycle, per assessment body and per qualification. For the 
NSC and other qualifications, the meetings are in December, in most cases 
between 16 and 24 December. Assessment bodies are invited on the first day 
of the meeting to present intervention strategies implemented that might 
have had an impact on the performance of the learners in the current year. 

The meeting is followed up by pre-standardization meetings that 
are for ASC members. At the pre-standardization meetings, information 
from two standardization booklets containing statistical information is 
considered. The first booklet contains:

●● a historical average (norms) constructed from learners’ performance in 
the subject. A subject might consist of more than one component. Norms 
are based on the raw mark distributions in the subject, averaged over 
the past five years. In a case where a distribution contains outliers, the 
historical average will be calculated excluding data from the outlying 
examination sitting; however, the distribution, which contains an 
outlier, will remain part of the three to five examination sittings

●● the raw mark distributions and the cumulative frequency distributions 
for each of the past five years’ examinations including the outlier

●● the raw mark distribution and the cumulative frequency distribution 
of the current examination. The raw mark distributions are in terms 
of deciles
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●● the mean and median of each distribution
●● Ogive graphs for the cumulative mark distributions of the current year 

and the previous two years.

The second booklet contains the pairs analysis and the raw mark and 
cumulative raw mark distributions per mark. The pairs analysis indicates 
performance of a cohort of learners who sat for two different subjects, such 
as performance of learners who sat for both mathematics and physical 
sciences. The performance is in terms of averages of means and medians as 
well as correlations.

In addition to the two booklets, chief markers and Umalusi’s 
moderators’ reports on marking are presented to the committee. The 
research unit of Umalusi also presents research findings from research 
projects relevant to the process. 

The first thing that is considered before taking a particular decision 
is the current performance compared to the norm. In other words, the 
statistical information is fore-fronted. If there are no significant differences, 
in terms of the ogives (graph), means, medians and pass rates, then the 
results are accepted. If there are differences, then all the information from 
qualitative reports on the subject is considered. The committee members 
debate and persuade each other on the basis of other information available 
at that time. The ultimate decision is reached through consensus.

It can be concluded that the standardization process used in South 
Africa is a form of cohort referencing:

A comparison between the mark distributions of the current 
examination and the corresponding average distributions of 
a number of past years, to determine the extent to which they 
correspond. If there is good correspondence, it can be accepted 
that the examinations were of an equivalent standard. On 
occasion, if there are significant differences, the reasons for those 
differences are established (Umalusi, 2015).

A pre-standardization meeting is followed by a standardization meeting 
between the ASC and representatives of the assessment bodies. In the case 
of the ministry, the representative is the director general, who is the highest 
official reporting to the minister. The independent assessment bodies are 
represented by their chief executive officer. The meetings are chaired by the 
chairperson of Umalusi Council and are also attended by other stakeholders 
such as teacher unions. At the meetings, the assessment bodies present their 
adjustment proposals per subject. If a proposal for a subject is the same as 
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the one taken by the committee at its pre-standardization meeting, then it is 
accepted. If the proposal is different from but not better than the committee’s 
decision in terms of pass or failure rates, then the ASC decision is usually 
accepted without reservations. While the ASC can provide a rationale for 
its decision and can also be persuaded to consider other information at the 
meeting with the assessment bodies, its decision is considered final. 

Due to a tight standardization schedule, the standardization process 
cannot accommodate appeals. In other words, assessment bodies cannot 
appeal the standardization decisions. However, all assessment bodies have 
re-marking processes in place for learners to appeal if not satisfied with 
examination mark. 

Political and public controversies/debates
The NSC is a gateway qualification that allows learners access to higher 
education institutions and the world of work. As such, the annual 
announcement of the Grade 12 learners pass rates in South Africa is always 
received with scepticism from universities, political commentators and the 
public. This is simply because of the purposes of the NSC.

For years, South African universities accepted the matriculation 
certificate (Senior Certificate – SC) as the best single predictor of academic 
success at tertiary educational institutions. Scott et al. (2007) indicated 
that universities relied on the SC exams for admission purposes because 
of their proven track record as a relatively robust signal of student 
success at institutions of higher learning. However, the introduction of 
a new qualification, the NSC, which was examined for the first time at 
the end of 2008, created uncertainties among universities. In particular, 
higher education institutions questioned whether the NSC was actually 
an improvement on the former SC, as well as the NSC’s ability to predict 
academic success at tertiary level. Nel and Kistner (2009) stated that a 
major concern with the introduction of the NSC was the stipulation of the 
standard for examination question papers in 2008 in light of the scrapping 
of grade levels. Unlike with the SC, where learners could be examined at 
two different grade levels (higher or standard grade), the new qualification, 
the NSC, is only examined at one level. There is no longer a distinction 
between subjects on a higher or standard grade level.

This response arose mainly because in 2008 the NSC exam produced 
an unusually high number of students who qualified for university 
admission. As a result, in 2009, universities experienced an abnormal influx 
of first-year students, and several institutions complained of higher-than-
normal pass rates.
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Several studies in various university disciplines and at various 
tertiary institutions in South Africa have been carried out to determine the 
preparedness of students who wrote the NSC, as well as their subsequent 
success rates. Most of these studies illustrate that NSC results have a 
lesser ability to untangle academic performance at university level, shown 
by weak correlations between NSC results and university performance. 
Recent research has shown that NSC scores are inflated by about 20 per 
cent and are thus poor predictors of first year achievement in Economics 
at the universities of the Witwatersrand (Schöer et al., 2010; Hunt et al., 
2011), Stellenbosch (Nel and Kistner, 2009) and the Western Cape (Dlomo 
et al., 2010). 

However, most of these studies concentrate on a particular year, 
specific courses and programmes of specific universities, and differ in the 
choice of the dependent variable. Therefore, these studies tend to be limited 
to a very specific sample of students and do not provide a picture across time 
and across different institutions that can illustrate the ability and the trend 
in the ability of NSC matriculation marks to act as predictors of academic 
success at higher education institutions in general.

The scepticism from universities and political commentators is 
unfortunately directed in the main to the public system. The scepticism 
is also fuelled by the implementation of the policy on progression and 
Umalusi’s position on language compensation.

The implementation of the Progression Policy in Grades 10–12 
has attracted considerable attention from various quarters. The policy on 
progression, while it has been implemented in the lower phase for years, 
was only recently enforced in the further education training (FET) phase. 
The FET phase is Grade 10 to Grade 12. In terms of the policy, a learner 
may only be retained once in the Further Education and Training Phase in 
order to prevent the learner from being retained in this phase for longer 
than four years. Policy on progression has been applied in the FET band 
since 2013. But this policy has been applicable in the general education and 
training band since Curriculum 2005. The rationale for the policy is that:

South Africa loses half of every cohort that enters the school 
system by the end of the 12-year schooling period, wasting 
significant human potential and harming the life-chances of many 
young people. Secondary school completion rates are at 77% in 
the United States, 87% (to the age of 16) in the United Kingdom 
and 93% in Japan. South Africa should aim for a comparable 
completion rate of between 80–90% (Poliah, 2016). 
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On language compensation, in 1998 a team of researchers, appointed by 
the then Minister of Education, concluded that learners who write Senior 
Certificate Examination (SCE) in a language that is not their mother 
tongue are seriously disadvantaged. Note that the examinations are in two 
languages, English and Afrikaans. However, the majority of learners, 80–85 
per cent, of those who write the examinations have English or Afrikaans as 
a second language. The researchers further proved that language was or is a 
major factor contributing to poor performances by such learners.

SAFCERT (now Umalusi) decided in 1999, as part of its responsibility 
to ensure fairness in the SCE, to apply a compensatory measure for learners 
whose first language was neither English nor Afrikaans and who offered an 
African language as their first language. A compensation of 5 per cent was 
awarded to such learners for the non-language subjects, based on the mark 
they had obtained.

According to Umalusi (2004), the compensatory mechanism was 
implemented as an interim measure while the provincial departments were 
in the process of upgrading the teaching and learning of English Second 
Language. It was agreed in principle that as the proficiency levels in English 
Second Language improve, this compensatory measure will be reviewed.

In 2012 Umalusi conducted further research on the language 
compensation practice as part of the NSC. Based on the findings, it was 
decided to gradually decrease the compensation rate by 1 per cent yearly to 
0 per cent in 2018. However, the decision was again reviewed in 2016 and 
it was agreed that it be fixed at 3 per cent for now.

References 
DBE (Department of Basic Education) (2016a) Evidence Based Report. Internal 

report. Pretoria.
DBE (Department of Basic Education) (2016b) National Senior Certificate Report. 

Internal report. Pretoria.
Dlomo, Z., Jansen, A., Moses, M. and Yu, D. (2010) ‘Is performance under the 

new matric curriculum still significant in predicting first year academic success 
in economics?’. Paper presented at Indaba Hotel and Conference Centre. 
27–29 October. ESSA Conference. Online. https://goo.gl/iyWZ8g (accessed 
18 June 2018).

Hunt, K., Ntuli, M., Rankin, N., Schöer, V. and Sebastiao, C. (2011) 
‘Comparability of NSC mathematics scores and former SC mathematics scores: 
How consistent is the signal across time?’. Education as Change, 15 (1), 3–16.

NECT (National Education Collaboration Trust) (2015) Perspectives and Lessons 
on Public System Improvement: The case of the national examinations system. 
Pretoria. Online. https://goo.gl/AEA82a (accessed 18 June 2018).



227

Standard Setting in South Africa

National Planning Commission (2011) National Development Plan: Vision for 
2030. Pretoria: Department of the Presidency. Online. https://goo.gl/ZMhnqu 
(accessed 18 June 2018).

Poliah, R. (2016) Progress learners and multiple examination opportunity. 
Presentation to the Executive Committee of Umalusi. Pretoria: Department of 
Basic Education. Online. https://www.ru.ac.za/media/rhodesuniversity/content/
institutionalplanning/documents/NPC%20National%20Development%20
Plan%20Vision%202011.pdf (accessed 15 July 2018).

Schöer, V., Ntuli, M., Rankin, N., Sebastiao, C. and Hunt, K. (2010) ‘A blurred 
signal? The usefulness of National Senior Certificate (NSC) mathematics marks 
as predictors of academic performance at university level’. Perspectives in 
Education, 28 (2), 9–18.

Scott, I., Yeld, N. and Hendry, J. (2007) A Case for Improving Teaching and 
Learning in South African Higher Education. Higher Education Monitor No. 6. 
Pretoria: Council on Higher Education. Online. https://goo.gl/cBxujn (accessed 
18 June 2018).

Statistics South Africa (2016) Community Survey (Statistical Release P0301). 
Pretoria: Statistics South Africa. Online. www.statssa.gov.za (accessed 
1 May 2018).

Terblanche, J.D.V. (1989) ‘Official developments in the field of education since the 
De Lange report’. Orientation, 3 (55/57): 44–55.
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Ambitious objectives and 
persistent challenges: 
National examinations in 
post-apartheid South Africa
Sarah Howie 

This chapter is a valuable contribution to the literature in describing and 
demystifying the standards setting process in relation to the National Senior 
Certificate (NSC) in South Africa. It presents a good description of the 
South African national examination system related to the end of secondary 
school national examinations, the NSC, providing an interesting model of 
standard setting in a complex emerging context. The NSC is the highest 
stakes examination in the country and causes a number of unintended 
consequences (Howie, 2012). The chapter describes the landscape of 
the South African education system broadly and of the examination 
system in greater depth, including a few debates raised nationally about 
the examination. The history provided in this chapter is essential to 
understanding the developments in the system over the past 100 years 
and more. What is implied but not as clear in the historical description 
is the severe impact of the apartheid system on the examinations and the 
differentiation in quality as a result (Howie, 2003, 2015). Previously, 
different racial groups attended separate and different institutions managed 
by 19 diverse education bodies and thus wrote different examinations 
with considerably varying standards. This is critical to understanding 
the challenges existing in the current standard setting and examination 
system in general today. The chapter then describes the assessment process 
conducted in the NSC. Presumably the NSC was selected as the case study 
given its position as the largest of the examinations conducted in South 
Africa and because of its high stakes nature. 

The first common set of examinations set and administered nationally 
is a very recent event (since 2008) compared to most countries, and therefore 
many teething problems were inevitable as the national system found its feet. 
The first phase of the centralization process from 2008 was characterized by 
perceived low standards and irregularities such as large-scale examination 
paper leakages with the complicity of department staff. The leakages have 
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reduced significantly in recent years, with more localized irregularities 
emerging such as isolated cases of group-copying with teacher involvement 
(DBE, 2014). Tougher measures and criminal charges being implemented 
have assisted in reducing, although not eradicating, this behaviour. 
Considerable attempts have been made to improve the standard of the 
NSC papers. However, the need for capacity development after apartheid is 
still substantial as the system is hampered by the lack of capacity from the 
classroom teaching to the systemic level regarding setting and moderating 
papers, to marking examination papers, to the quality assurance of the 
entire process (DBE, 2014), the impact of the differentiated systems under 
apartheid still haunts all levels of the education system.

Another development at the national level was the moving away from 
the reliance solely on the statistical intervention during the standard setting 
process. The quality assurance body merged two separate committees. The 
previous Statistics Committee traditionally dealt with the standardization 
of the results and included experienced experts, mostly statisticians, in the 
process. The Assessment Committee comprised practitioners with expertise 
in assessment from universities in education, including adult and vocational 
education. The merging of these two committees was beneficial is some 
ways, but the unintended consequence was that the standardization process 
lost expertise and emphasis on the statistical standardization in the process. 
The emphasis shifted to a consensus model and capacity development. While 
the volume of qualitative data was dramatically increased to the benefit of 
the process in general, much of this data is difficult for members to digest in 
a very short period during the standardization process.

The chapter noted the removal of higher and standard grade 
differentiation in the transition to the NSC in 2008. This inevitably led to 
the production of easier papers and their inability to discriminate sufficiently 
within one paper (Howie, 2016). Despite warnings about the consequences 
(DBE, 2014), this has resulted, for example in one school, where one 
third of learners obtained 90 per cent aggregate and 60 per cent obtained 
80 per cent aggregate with many questioning the standard of the papers as 
mentioned in the chapter. While there are many national commentators and 
armchair experts, insufficient research has been conducted on the NSC as 
indicated in the chapter and reflected in the limited national references and 
a dependency on Umalusi research.

Another important factor raised by the chapter affecting the 
examinations is the language of instruction, which has a significant 
impact on the quality of education in general (Howie et al., 2017) and 
on examinations in particular (DBE, 2014). Education is offered in all 11 
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official languages from Grades 1 to 3, and thereafter from Grade 4 only in 
Afrikaans and English. Given that more than 80 per cent of the learners 
do not speak these languages at home, this has been found to have a 
significant effect on learner performance in the NSC (DBE, 2014). While a 
language compensation measure was originally introduced as a temporary 
measure, it has been retained in the system despite recommendations 
for its removal. Although calls have been made repeatedly for improved 
language development strategies, the system to date has not implemented a 
systemic remediation intervention nor succeeded in improving the language 
proficiency of the teachers or learners. 

The chapter does not raise or problematize the issue of the lack of 
capacity in South Africa regarding assessment and examinations in particular 
and affecting standard setting. There is a dire shortage of suitably qualified 
and trained personnel in psychometrics and assessment in education as well 
as few professional statisticians working in and understanding education. 
This shortage has had a negative impact on the country, putting strain 
on the ability of the examination bodies as well as the quality assurance 
institutions. This lack of capacity results in political rather than expert 
judgements influencing outcomes at times within the system (Howie, 2016).

Not mentioned in this chapter is the Ministerial Committee tasked 
with reviewing the quality of the NSC (DBE, 2014), which revealed a 
number of shortcomings with the current examination systems. While 
acknowledging the progress in the national system given its ten years of 
existence, nonetheless the current challenges regarding the quality of the 
examinations and of the quality assurance were noted. Hints of these are 
found in this chapter. Key to addressing these is developing competence of 
the actors involved from the examination panels, moderators of the papers, 
the personnel and committees within the examination bodies and quality 
assurance body. There is still a significant amount of work to be done to 
achieve a more valid and reliable standard setting system, but the system 
has come a long way. This chapter is an important contribution towards 
explaining the processes behind the NSC and therefore towards the goal of 
achieving an effective standard setting system in South Africa.
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In Chapter 11, Sibanda provides a brief history of examinations in South 
Africa, illustrating how the political transformation process has impacted 
on the examination system. The chapter highlights key issues regarding 
different examinations bodies, certification requirements and reporting 
specifications, admissions into higher education and the standardization 
and the compensatory measures applied to examinations results. This 
commentary focuses on the use of the matriculation examination results 
as ‘the standard of education’ and its impact on learning and teaching 
in schools.

The Grade 12 examinations, popularly referred to as the matric 
exams, are extremely high stakes national examinations taken by all 
learners upon completion of schooling. Since its primary purpose is to 
certify learners’ competency to enter the labour market and/or the higher 
education sector, success or failure in this single examination has a significant 
impact on the life trajectory of all South African children (Reddy, 2006). 
In this respect, the matric exam has maintained its key function, despite the 
significant changes that have impacted the country and the education sector 
over the last century (Kanjee, 2006). However, the characteristics of the 
examinations process, as well as its impact on the education system, have 
changed dramatically over the years. 

That the matric examination results are viewed as a measure of ‘the 
standard of education’ in the country is not surprising given the globalization 
of performativity and accountability regimes, and the absence of any 
performance measures at the secondary education level in South Africa 
(Chisholm and Wildeman, 2013). This has resulted in holding schools and 
districts accountable for learner performance and has manifested in several 
ways. First, the release of the results has focused specifically on year-on-
year improvements in pass rates, promoting an annual horse race among 
provinces to be ‘Number 1’. Second, the results and names of schools and 
districts with low pass rates have been made public, increasing the pressure 
to produce higher pass rates. Third, schools and districts deemed as 
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performing below ‘the standard’ have been targeted for specific intervention 
as well as greater monitoring by provinces and districts. 

Notwithstanding the increased focus on and investments in secondary 
schools, the impact of this approach has largely been detrimental, with 
learners from poor and marginalized backgrounds bearing the brunt. To 
increase their pass rates and meet minimum thresholds to avoid being 
classified as dysfunctional, most schools have focused specifically on 
improving pass rates by teaching to the examinations, rather than on 
improving learning and teaching. More concerning, many schools have also 
resorted to retaining Grade 11 learners that they believe may not succeed 
in Grade 12, thus creating additional challenges in Grade 11, while also 
encouraging learners to select ‘softer subject options’, or to enrol as private 
candidates (Chisholm and Wildeman, 2013; Motala et al., 2009).

District officials have also instituted several measures for improving 
pass rates that include providing additional classes to learners, usually after 
school, and/or during weekends or holidays. Often, these classes end up as 
drill sessions that teach to the expected content of the exams. In addition, 
it is common practice for districts to prioritize the matric examinations 
during the school year as well as to allocate all subject advisors, even those 
responsible for primary schools, to monitor the matric examinations, 
effectively limiting support provided to many schools while also terminating 
support during the examinations period (Mavuso, 2013).

Universities have also questioned the use of the matric results as a 
valid measure for admissions and for predicting success within the higher 
education sector. Specifically, universities have argued that most learners 
passing the matric examinations are under-prepared to enter the sector, 
resulting in high percentages of students dropping out or failing to complete 
their degrees (van Broekhuizen et al., 2017). In responding to this challenge, 
universities have implemented the National Benchmark Tests, which are 
used to identify students in need of additional support and as an alternative 
admissions process (le Roux and Sebolai, 2017). 

While the matric examinations play a valuable role in South African 
society, their use as ‘the standard’ against which to hold schools accountable 
has had a detrimental impact on the education system, with learners from 
poor and marginalized backgrounds bearing the brunt of its negative impact. 
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Chapter 12

Standard setting in 
Sweden: School grades and 
national tests
Christina Wikström and Anna Lind Pantzare 

Standards in a Swedish educational context
The term ‘standard’ generally refers to a certain quality or performance 
level, or something commonly agreed. According to the Swedish Standards 
Institute, a standard is ‘a document, set up/prepared in consensus with 
and by an acknowledged institution or organization, that for public and 
repeated use will define rules, guidelines or characteristics for activities or 
their outcomes, with the purpose of achieving order so far as possible in a 
certain context’ (Swedish Standards Institute, 2016, authors’ translation). 

In a Swedish educational context this translates naturally to the 
National Curriculum, which is issued by the National Agency for Education 
(NAE), on behalf of the Swedish government. The National Curriculum is 
complemented with separate documents such as syllabi and grading criteria 
for subjects and courses. Together with the Swedish Education Act, the 
National Curriculum and its attachments regulate all Swedish schools, 
from pre-school to upper secondary school. The documents state the 
schools’ mission, values and goals, and give directives in terms of what the 
schools are to do, what to teach and what to assess. Consequently, since 
the Swedish system is grounded in these documents, it can be described 
as standards-based. However, in education contexts the term ‘standard’ 
has various definitions and sometimes highly debatable meanings, which 
often complicates discussions about education and assessment. Standards 
can have to do with performance levels in grading criteria and for tests, 
but also refer to outcomes – that is, student and school performances, and 
to what extent assessment and grading can be seen as valid and reliable 
performance measures, within and between schools, and over time. When 
it comes to maintaining standards, the Swedish standards-based system is 
less straight-forward; research and evaluations have shown that there are 
fluctuations especially when it comes to how grading criteria are interpreted 
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and methods for assessing what the students know and can do (see, for 
instance, Klapp Lekholm, 2008; Gustafsson and Erickson, 2013; Tholin, 
2006; Skolinspektionen, 2011; Vallberg Roth et al., 2016). 

This chapter will describe the Swedish criterion-referenced and 
standards-based system, with special attention to how assessment and grading 
is carried out, with a section focusing on the national tests as important 
elements for reliable and valid grading. We will also discuss problematic 
issues related to monitoring and maintaining outcome standards. 

Sweden and Swedish education
Sweden is one of the Scandinavian countries, and a member of the European 
Union. The population is currently 10 million, and, with the exception 
of a handful of larger cities, the country is relatively sparsely populated. 
Economically and socially, the Swedish system follows the Nordic model, 
with a combination of free market capitalism and a comprehensive welfare 
state. There is a high general taxation, but also a high degree of social tax 
returns and public services in the form of free health care, an extensive 
social-service system and free education. 

Sweden has a history of having a centrally regulated and coherent 
school system. Although it has changed in many ways over time, some 
fundamental elements have remained. Typical for the Swedish system is a 
strong belief in free education, equal opportunities and lifelong learning, 
and typical for educational policy is an ambition to combine regulation with 
freedom. While there is a general belief in the necessity of having central 
guidelines and standards, there is also a belief in local responsibility, giving 
the schools freedom when it comes to methods for teaching and assessment. 
This is particularly the case when it comes to assessment and grading: the 
teachers have the sole responsibility for assessing and grading their students, 
and are to base their grading on observations and other evidence collected 
in the classroom. Another characteristic that is especially relevant in this 
context, and for the discussion in this chapter, is that there has been, and 
still is, a general resistance to grading, standardized high stakes tests and 
external examinations in education, especially when it comes to younger 
students.

Brief outline of schooling system
The Swedish school system is structured as follows: all schools are regulated 
by the government and government agencies. The Ministry of Education 
decides on laws and educational targets, and the NAE is responsible for 
carrying this out in practice and to make sure that the schools are informed 
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of what they should teach and what the regulations are. However, although 
the system is centrally regulated, the schools on elementary and upper 
secondary level are run by the municipalities or private vendors, who run 
the so-called ‘free schools’. All schools, including the free schools, are tax-
payer funded and financed through a voucher system. Fees are not allowed. 
Since 2009, there is also a Schools Inspectorate, which monitors that the 
schools’ work is in line with the regulations. 

The educational system comprises non-compulsory pre-school (until 
the age of six) followed by nine years of compulsory education. Students 
normally graduate from compulsory school at the age of 16. Thereafter, 
most students continue to three years of upper secondary education, where 
there is a wide variety of programme orientations that can be divided into 
programmes with a vocational focus, and programmes for students on an 
academic track. All programmes are expected to give basic eligibility to higher 
education, although in vocational programmes this has to be done through 
additional course choices. Most are so-called national programmes that, 
in theory, are to be comparable in format and content across the country. 
Still, although there is a basis for comparability, there are also differences 
and variations. The programmes are not strictly standardized, and there 
is some degree of freedom for the schools to decide on. All programmes 
include a fairly large number of subjects and courses. Core subjects, such as 
Swedish, English, mathematics, social science, history and natural science, 
are compulsory, while the weight of these subjects (the presence of advanced 
courses) and additional subjects depend on the programme. There are also 
other local variations that fall outside the regulations, such as school profile, 
classroom didactics or teacher quality.

Assessment and grading
As previously mentioned, the Swedish system is characterized by a 
combination of strong regulation and local authority. This is perhaps 
especially prominent when it comes to assessment and grading. There is 
also a tension between a belief in the usefulness of statistics and educational 
measurement on the one hand, and on the other, a resistance towards testing 
and the ‘labelling’ of students. There are historical and cultural reasons 
behind this, and the two paths can be visible also in the current educational 
system. From a historical perspective, the views on and methods for assessing 
students’ knowledge and skills have varied, and to a large extent also reflect 
current ideological trends in society. 

At the beginning of the comprehensive school system, assessment and 
grading was for the most part a local concern. However, in the post-war 
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expansion of secondary and post-secondary education, there was a need 
to find fair and reliable instruments for credential purposes and for the 
selection to further education. The mid-1900s was an era characterized 
by a strong belief in measurement and statistics, and both scholars and 
policymakers were influenced by psychometric research, especially from 
large-scale testing in the US. The idea of a ‘cohort-referenced’ grading scale, 
based on a normal distribution, was suggested as the solution. The idea 
was to make grades comparable, and also to make it possible to calculate 
a grade point average (GPA) that could be used for ranking the students 
when applying to higher education. The cohort-referenced grading system 
was adapted throughout the school system during the 1960s, with a scale 
ranging from 1 to 5 where 3 represented average performance.

The main idea with the cohort-referenced scale was easy to 
understand, but many teachers found it complicated in practice. For 
instance, a common misunderstanding was that the scale was to be based 
on the relative positions in the classroom, which made it more difficult to 
get a high grade in a high performing class, and vice versa. 

The educational reforms that were the result of a long-term ambition 
to introduce standardization and reliable measures of performance clashed 
with a new era of radical movements and criticism towards the established 
system and traditional forms of education and assessment. When the 
cohort-referenced system was introduced in upper-secondary level, end-of-
school exams were abolished and the responsibility of grading the students 
was given to the teachers. Standardized tests were made available to the 
teachers to provide information on their students’ positions on the scale (the 
cohort distribution). Apart from the inconsistencies in grading, the grading 
system itself was criticized from several perspectives. Many viewed grades 
as negative for the students and their learning, and the cohort-referenced 
grades were found particularly problematic, as students (and teachers) often 
were more focused on how they performed relative to other students than on 
what they actually learnt. From a policy perspective, the cohort-referenced 
grading system was found lacking since it made educational evaluation 
difficult, especially when wanting to make comparisons over time, as the 
whole idea was that the mean and deviations would always be the same. 
This system is described in more detail in Andersson (1991) for instance.

It was argued that the grading should be abolished altogether, at least 
for elementary school, or that a goal or criterion referenced system should be 
introduced instead (Wedman, 1983: 2000). From 1969 onwards, students 
were graded less frequently than before, and a trial period was introduced 
(due to political controversies) that made grading in primary and lower 
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secondary school non-compulsory. About 50 per cent of the municipalities 
decided to abolish grading until 8th grade, when the students were 15 years 
old. In 1980, it was decided that no students should be graded until the end 
of Year 8, and this remained until 2014, when grading at the end of lower 
elementary school (Year 6) was introduced.

Controversial to the general assessment trends in society, a 
standardized test for college admission, strongly influenced by the aptitude 
testing in the US, was introduced in 1977. The Swedish Scholastic Aptitude 
Test (SweSAT) differed from its American model, however, since it was 
only open for older students (25+) with work experience, and introduced 
as a way to broaden the recruitment to higher education. The SweSAT and 
its background are described in detail by Wedman (2017). In 1991 the 
test became open for all, to function as a ‘second chance’ to those whose 
grades from upper secondary school were not high enough. When there is 
a selection among eligible applicants, the universities must admit at least 
30 per cent of the applicants from this group.

The late 1980s and early 1990s was a period of political turmoil, 
with strong neo-liberal trends in society. There was a growing belief in 
privatization, competition and deregulation, and after a change in government 
an extensive reform programme began (see, for instance, Blanchenay et al., 
2014). In only a few years’ time, the Swedish school system went from being 
one of the most centralized and regulated systems within the OECD to one of 
the most decentralized and deregulated (Lundahl, 2002). The responsibility 
for running the schools was moved from the state to the municipalities, and 
the so-called ‘free school reform’ opened up for private, or independent, 
schools. A voucher system was introduced, making schools compete for their 
students, for example in regard to funding (Parding, 2011). 

In 1994, the criterion-referenced system that had been discussed 
for decades was finally implemented. A new national curriculum was 
introduced, with a new grade system based on a criterion-referenced scale: 
IG (fail), G (pass), VG (pass with distinction) and MVG (pass with special 
distinction). The new national curriculum had been changed in a number 
of ways as the former curriculum had presented rather detailed descriptions 
of what should be taught in each subject, leaving limited freedom to the 
teachers, but with less instruction in terms of what to assess and grade. The 
new curriculum focused on defining goals rather than detailed content – 
goals to strive for and goals to achieve. The national curriculum has since 
then comprised three main parts: first, a document stating the common 
values and mission for all schools; second, the overall objectives and 
directives; and third, the syllabi with performance levels for each grade 
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level (standards). When introduced, these descriptions proved to be rather 
vague, resulting in severe problems for the teachers. Grading was seen as 
especially difficult due to unclear grade descriptors and wide grade levels, 
allowing large variations within the boundaries of each grade. In 2011, the 
National Curriculum was revised to make it clearer. The grading scale was 
also increased with more grade levels – the former three pass levels became 
five: E–A, and F (fail). See also Erickson (2017) for a description of the 
current system.

Qualifications needed for higher education
There are two types of eligibility for access to higher education in Sweden: 
basic and specific. Basic eligibility is acquired by having graduated from 
upper secondary education (or equivalent) and passing the courses (Grade 
level E minimum). Requirements for specific eligibility then depend on the 
chosen university programme, and often entail more advanced courses in 
certain subjects that are seen as specifically relevant for the programme. 

When competing for study places in selective university programmes, 
applicants who have the required eligibility are then rank ordered based on 
their added grades, which is a type of weighted GPA. In the present version 
of the system, the criterion-referenced letter grades are transformed to a 
numerical (but still ordinal) scale from 0 to 20 (10 for E, 12.5 for D, 15 
for C, 17.5 for B and 20.0 for A). The grade values are then calculated by 
course length (even though ordinal data are not strictly suitable for this), 
and then averaged to a GPA ranging from 0 to 20. Currently, extra merits 
are given for advanced courses in mathematics and second languages (other 
than Swedish), that can add 2.5 and make the maximum GPA 22.5. 

If an applicant to higher education believes that his or her true ability 
is higher than what is reflected in the GPA or just wants to maximize his or 
her chances, there is also the option to take the SweSAT. Applicants who 
have taken the test are placed in two selection groups in the admissions 
process, the GPA group and the SweSAT group, and selected on the basis 
of which instrument ranks them the highest. An applicant has therefore 
nothing to lose by taking the test. The majority of those taking the SweSAT 
are around 20–21 years of age, but it is not uncommon that students in 
upper secondary school, especially those who aim for highly selective 
study places, take the SweSAT at some point before they graduate. The 
popularity of the test varies somewhat between administrations and over 
time, but tends to increase in times when there are elements of uncertainty 
in the grading system, and the competition for the study places in higher 
education is strong.
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Recent reforms
Educational reforms generally take place when there is a change in 
government, and Sweden has changed government a few times in the last 
few decades. Typically, each major change in government has resulted 
in new national curriculums and new or revised assessment systems. The 
revisions have varied in magnitude and focus. Since Sweden has had a long 
period of socio-democratic rule, which has shaped the education system 
over a long period of time, the main changes have taken place during 
periods of right-wing or liberal governance. During these periods, there 
has been a trend towards more national tests, more monitoring through 
national tests, and earlier grading. For example, in 2009, national tests were 
introduced for Year 3 and Year 6, and grading introduced in Year 6. Earlier 
grading was also discussed, but not implemented. In 2011, revised national 
curricula were published, and the grading scale increased from three pass 
levels to the current five (E–A). This trend has not been too controversial, 
however, since assessment and monitoring of school performance and 
outcomes is generally believed to be of importance to shape up and improve 
a school system that seems to be decreasing in quality, based on findings 
from international studies such as the Programme for International Student 
Assessment (PISA) and the Third International Mathematics and Science 
Study (TIMSS: OECD, 2015). In 2011, the School Law was revised, for 
instance with a new regulation stating that only certified teachers should 
be given full rights as teachers when it comes to employment, salary and 
responsibilities – including grading students (SFS, 2010). This applied 
also to teachers already in the profession, meaning that teachers who have 
entered the profession from another path than the traditional teacher 
education have to take supplementary courses and/or professional practice. 
The intentions behind the accreditation were to raise educational quality 
and the status of the teacher profession. Teachers who, for some reason, 
have entered the teaching profession via other paths, for instance by being 
an expert in the particular subject (i.e. a chemist working as a chemistry 
teacher, a native speaker teaching his or her native language, a musician 
teaching music and so forth), have to undertake supplementary education 
in courses relevant for the teaching profession to receive their accreditation. 
There have been mixed reactions to this reform, as it has caused practical 
problems for some schools and the teachers affected, but it has also 
dramatically increased the number of university courses in teaching and 
assessment and opportunities for professional development for teachers. 
Another criticism is that this regulation has meant that accredited teachers 
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with non-accredited colleagues have to grade students they do not know, in 
subjects they do not teach.

Under the current socio-democratic regime, the focus on more 
assessment and grading is less prominent. Recently, some sort of compromise 
regarding early grading has been made, where schools are able to choose if 
they want to introduce grading already in Year 4. It is presented as a trial 
period, and so far few schools have expressed an interest in participating. 

When it comes to later school years, and the transition to 
higher education, recent reforms have mainly had the purpose to make 
improvements to the components in the system, while the model for 
assessment and selection to higher education has remained unchanged 
for the most part. It should, however, be noted that recent evaluations by 
two commissions, the school commission and the commission for entrance 
to higher education, have proposed a number of changes. One of these 
changes is to return to the former model where students in upper secondary 
school are graded after each semester rather than after each course, and 
to calculate the GPA on the basis of end-of-school grades, rather than 
aggregating over time, to reduce stress and pressure for both teachers and 
students. The current model is criticized for not encouraging improvement 
since students who do not perform their highest from the start, or receive 
lower course grades than expected, will not be motivated to try harder – 
their GPA will always be affected by the lower grades. This is especially 
problematic for students on an academic track – if aiming for a highly 
selective study programme in higher education, a very high GPA is needed, 
and every course grade will count in this competition. 

The assessment process
As previously mentioned, Swedish school teachers have the sole responsibility 
for assessing and grading their students. It is a regulated process, but with 
a lot of freedom when it comes to methodology. The National Curriculum, 
syllabi and performance descriptors are of key importance for making this 
system work, and there are also guidelines issued by the NAE. Also, in 
some subjects and courses, there are so-called national tests, with the main 
purpose to support reliable and valid grading. These tests are described in 
more detail below.

Having a criterion-referenced grade system is probably seen as 
something positive by most: it is the performance of each student that 
will decide the grade, not the relative position to other students. Giving 
the responsibility of assessment and grading to the teachers is also seen 
as natural, as formal end-of-school examinations are seen as something of 
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the past. However, most teachers probably also agree that it is a complex 
task, and that the criterion-referenced system has made the assessment task 
even more difficult. While teachers are generally good at rank ordering, 
and at centring allocated grades around an average grade level, it is more 
complicated to assess knowledge and skills on a more detailed level, and 
linking this to performance descriptors that are not always entirely clear, in 
a reliable and valid way. 

Typical assessment formats
Teachers grade their students by collecting and evaluating classroom 
evidence. How this is done varies between teachers but also with the nature 
of the subject and course, and traditions within that subject. Many teachers 
have not been trained in assessment and grading during their teacher 
education, which may seem strange in a system where teachers have the 
authority to form these decisions, but there are cultural and historical 
reasons behind this. When it comes to assessment formats they are likely 
to be influenced by colleagues and their own experiences when choosing 
procedures and methods, and perhaps also by the format and content of 
national tests. It is common that teachers use tests they have developed 
themselves, and other types of written exams, such as reports and essays, 
but also observations made in the classroom, where teamwork and 
collaboration projects are not uncommon. The written tests are generally 
paper-based, but this is likely to change with the infrastructure available 
in the classrooms – most students on upper secondary level have access to 
laptops, and schools tend to communicate online with the students, and 
their parents, and rely on different kinds of eLearning support.

Determining grades
Teachers use different strategies when determining grades. The approach 
is generally to gather as much information as possible through a portfolio 
approach, where coursework, teacher observations (notes) and test scores 
are collected and weighed into a composite grade. It is up to the teachers to 
weigh each of the elements, but there is still a rather complicated instruction 
to the teachers in how to interpret grade criteria and what to do in case 
the outcome is not homogeneous. The current grading scale ranges from 
F (below pass – fail), and the pass scores E, D, C, B and A (highest). There 
are performance descriptors/knowledge requirements for grades E, C and 
A. Intermediate grades D and B are given when all objectives are met for the 
lower grade, but there are parts missing for the higher grade. 
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This model is often discussed, since teachers tend to interpret such 
instructions very differently (see, for instance, Vallberg Roth et al., 2016). 
In subjects and courses where there are national tests, the test scores are 
generally given a lot of weight. The grading process can be seen as more 
difficult for teachers who do not have the support of national tests, but they 
also experience less external control. The test scores are nowadays collected 
by the NAE, and it is often considered problematic if teachers or schools 
divert too much from the test scores in their grading. This also increases the 
stakes of the tests for the students. 

The variation in assessment methods and strategies for determining 
grades has resulted in reliability and validity problems, which have been 
illuminated in research and also strongly criticized (Klapp Lekholm, 2008; 
NAE, 2016; Wikström, 2005), and this has increased the focus on national 
tests, as a way to promote fair and valid grading. See Erickson (2017) for a 
more thorough description of the relation between grades and national tests.

The national tests
The national tests have a significant role in the assessment process today and 
are available, and mandatory, for core subjects such as Swedish, English 
and mathematics for elementary (some years) and upper secondary school 
(some courses). There are also national tests in social science subjects and 
natural science subjects in Year 9 (15-year-olds). The format and length of 
the tests varies and depends on subject and level. 

These tests should not be seen as traditional high stakes examinations, 
but they do play an important part in the grading process, where their 
importance, purposes and stakes for the students have been increased over 
time, as mentioned earlier. The tests are now also expected to provide 
information about goal achievement at the school level, municipal level and 
national level. Still, the main purpose has always been, and still is, to support 
comparable and fair assessment and grading. The tests are also expected to 
have a positive effect on teaching and learning, by making curricula and 
criteria for grading more concrete for both teachers and students, and, as 
a consequence, increase students’ goal achievement. The ambition is that 
the tests should be exemplary and not only assess the parts that are easy to 
assess. This has resulted in, for example, oral parts in the mathematics tests 
and laboratory parts in the natural science tests.

The main part of the test administration is a local responsibility. The 
tests are made available to the schools and their teachers to be administered 
on a certain date each year. The administration is a fairly standardized 
procedure, with exceptions for students with special needs, who can 



245

Standard setting in Sweden

be allowed extra time, or a separate room. The tests are marked by the 
teachers; normally the teachers mark only their own students’ booklets. 
The test scores are then aggregated and reported on the same grading scale 
as the grades (see description above). This has for a long time been a local 
affair, with no systematic moderation or external control other than random 
checks by the Schools Inspectorate, which sometimes has been criticized, 
since it has been claimed that similar bias as can be found in teachers’ 
grading is also mirrored in the scoring of the tests (Gustafsson and Erickson, 
2013; Skolinspektionen, 2011). In addition, mainly as a consequence of the 
criticism regarding the lack of comparability in the grading, the NAE has 
emphasized the importance of collaboration in the marking procedure and 
this seems to have become more common (NAE, 2014). 

Although the national tests are owned by NAE, the tests are 
developed externally – with some interaction throughout the process 
between test developers and the NAE, who have the final say before the 
tests are administered and used. The task of developing the test is given to 
Swedish universities, usually to departments focusing on education and/or 
didactics with an orientation to the relevant subject. Contrary to the UK for 
instance, there is no competition between subject tests or test developers, 
as each test developer is responsible for one or sometimes more tests. This 
also means that the development process can differ between test developers. 
Since there is very little information published regarding the development 
of these tests, it is not possible to make any generalizations regarding test 
development methods and processes in detail. Still, the overall model for 
test development seems to be fairly similar between test developers: content 
experts, usually former or practicing teachers, construct the items in the 
tests. Thereafter, a panel of internal and external content experts review the 
items before and after field-testing. The standard setting is a particularly 
important step in the development phase, since the requirements for the 
test grades are determined individually for each test (more about the 
standard setting process below) in the different subjects, and the cut scores 
are determined before the tests are administered. This may seem like an 
unorthodox procedure, but there are reasons for this model.

The standard setting process
Due to the limited information on the test development processes among 
the various test developers, the following discussion will be mainly based 
on the tests in mathematics and science, developed at Umeå University, 
Sweden, a test development process currently led by one of the authors of 
this chapter, Anna Lind Pantzare. The development process of these tests 
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follows the recommendations in the Standards (AERA et al., 2014). There 
are quite elaborate blueprints defining the amount and type of items needed 
to measure the defined goals and knowledge requirements. The overarching 
ambition is, naturally, that each new test form should be parallel to the 
test forms previously administered. In this process a combination of item 
classifications, results from field trials and analyses of student work are used 
as indicators of parallelism. The idea is that the test development procedure 
will result in test forms that have similar cut scores, so that the standard 
setting procedure should result in only minor adjustments, if any, in relation 
to the intended cut scores. Ever since the implementation of the criterion-
referenced grading system and the introduction of the national tests, the cut 
scores have been established via standard setting before test administration. 
The main argument given for this model is that it will prevent teachers 
from interpreting the test scores in a relative manner – that is, to grade on 
the curve.

It is well known that standard setting procedures must be 
implemented in a sound way to yield valid cut scores. Generally, the 
procedure follows these steps: selection of a representative panel; the 
choice of a suitable method; preparation of performance level descriptions; 
training of the participants to use the selected method; collection of the 
first round of ratings; discussion of the ratings and providing panellists 
with supplementary information (e.g. empirical item data); collection of 
one, possibly two, round(s) of reviewed ratings; evaluation of the standard 
setting process; and documentation of the process (Cizek and Bunch, 2007; 
Hambleton and Pitoniak, 2006). Moreover, this part in the development of 
the national tests is relying on collaborative work with experienced teachers 
and content experts. Normally 10–15 panellists are used in each group. 
The panellists are supposed to contribute with different characteristics – 
that is, age, gender, school size representation, experience of working with 
different kind of students, teaching experience and geographical differences.

The Swedish implementation of standard setting procedures follows 
the approach recommended in the literature except for one alteration: it 
does not include a separate step for the determination of performance-level 
descriptors. This is because the syllabus defines the knowledge requirements 
for each subject, and these are used as the performance-level descriptors. 
Since teachers regularly work with these knowledge requirements when 
they teach, assess and grade their students, they are supposed to be well 
acquainted with them. The teachers’ grading experiences allow them to 
identify the group of borderline examinees at each grade level, which is 
essential in the standard setting procedure. Therefore, it has been seen as 
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logical to use teachers as panellists in the standard setting panels. Research 
has shown that, at least for the mathematics tests, since there are rather 
small variations in the distributions between panellists, the final decision 
making is rather simple (Lind Pantzare, 2017).

When it comes to method, several different standard setting methods 
are used, since there are many different national tests containing different 
kinds of items, from reading comprehension assessed by multiple choice 
items to mathematics items demanding a complete solution, as well as oral 
tasks and essays in Swedish and English. 

For parts of tests containing many items, the standard setting is often 
done with the Angoff (1971) method, which is one of the most commonly 
used test-centred methods from an international perspective. While the 
original method was designed for dichotomously scored items, Hambleton 
and Plake (1995) extended the method to also include polytomously scored 
items. This modified Angoff method is used in establishing the cut scores 
for several parts of the Swedish national tests since it (1) has the capability 
to handle both dichotomously and polytomously scored items and (2) offers 
the possibility to establish cut scores before test administration. The Angoff 
method is one of the few methods that have both of these attributes. For 
the parts in the Swedish and English tests where the students are to produce 
longer written essays, the most common standard setting methods are 
variations of the Bookmark method. 

The standard setting meetings follow a strict agenda: before or at the 
beginning of the meeting, all of the panellists receive a copy of the test form 
and the mark scheme. The panellists are instructed to thoroughly work 
through the material. When the panellists in each panel have gathered, 
they start the meeting by discussing the test form, as well as demands for 
the mark scheme in relation to the knowledge requirements. Next, the 
chair introduces the method that is to be used. Thereafter, a first round of 
individual item estimations is carried out. These estimations serve as a basis 
for discussions regarding the interpretations of the knowledge requirements. 
There is a special focus on items with large variation in the estimated item 
difficulties. After this discussion, a second and final round of estimations for 
the different grades is collected. It is very uncommon that items are deleted 
at this stage, and no items have been deleted after the administration of 
the test.

The estimates from the standard setting sessions are handled in 
different ways. For some of the tests the individual estimates are discussed 
among the panellists and, after also taking field test data into consideration, 
they reach consensus about the final cut scores. For some of the tests there 
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are two separate standard setting groups estimating the item difficulty. The 
final cut scores are decided within the group of test developers. 

Discussion
It can probably be concluded from this chapter that the Swedish criterion-
referenced education and assessment system has both strengths and 
weaknesses. The term ‘standards-based (accountability)’ has been used to 
describe the Swedish model (Eklöf et al., 2009), since the education and 
assessment system is expected to evolve around the National Curriculum, 
and in this way strives toward giving all students an equal education, 
where they are assessed and graded in a valid and reliable way. However, 
considering the problems with maintaining standards between schools and 
over time, this label may be questionable since there are many aspects of 
non-standardization. The expected advantage of a criterion-referenced 
approach is that the outcome should be able to be used for giving feedback 
to students and parents concerning performance in relation to standardized 
objectives, and for monitoring educational progress in general. Both of these 
approaches have proved somewhat problematic, providing information 
with validity problems. From the perspective of educational feedback, 
the differences in teachers’ interpretations of performance descriptors 
and their assessment methods may have fewer consequences for students 
than for teachers and schools. Students may be assessed in a strict or more 
lenient way, which may seem unfair and, in extreme cases, may also affect 
motivation and future study choices etc., but feedback is still possible – in 
relation to the specific interpretation of the criteria. However, there are other 
aspects that are problematic on a higher and on an aggregate level. School 
performances will be difficult to evaluate correctly since a school with more 
generous grading is easily mistaken for providing better education than a 
school that is more restrictive. The reasons for variations in grading can 
be many. It can be caused by teachers’ different interpretations of criteria 
and guidelines. However, besides the difficulty of making valid and reliable 
assessment based on performance descriptors, it has been shown that 
teachers often are pressured by different stakeholders (students, parents, 
school leaders) for lenient grading, and particularly so among schools that 
are facing competition (Lärarnas Riksförbund, 2011; Wikström, 2005). 
This is of course serious in a system with school competition and where 
schools and teachers are being held accountable for their performances, 
while the consequences for the students are more serious when their grades 
are used in the selection to higher education.



249

Standard setting in Sweden

The national tests have important tasks to fulfil, especially when it 
comes to giving teachers information on their students’ performances, but 
perhaps especially to provide information on what type of knowledge and 
skills are required for the different grade levels, and thus hindering grade 
inflation and other unwanted variations in grading. Research has shown 
that the presence of national tests seems to serve this purpose, at least 
to some degree (Wikström, 2005). Furthermore, the national tests were 
initially not intended to be used as high stakes instruments, and are not 
designed as such. Neither were they designed for making comparisons over 
time, which makes the balance with test interpretation delicate: although 
they are the only instruments available for the purposes that are attached, 
they are not to be seen as examination tests, and not for strict comparisons. 
There have been discussions regarding whether the national tests can be 
adjusted to better work for school evaluations, also over time, or if other 
tests should be developed for this purpose. Currently a new and rather 
detailed framework has been proposed for how the national tests are to be 
developed, interpreted and used to increase their reliability and validity, and 
to ensure that correct interpretations are made, following a proposition by 
the Swedish government. To what degree test purposes and test designs are 
to be changed for the future is yet to be seen. 
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Standardization and 
variability
Gudrun Erickson 

Wikström’s and Lind Pantzare’s chapter deals with a number of critical 
issues in the Swedish educational system. The text is broad but manages to 
focus on essential aspects and implications, in particular regarding national 
tests and standard setting. In the following, some additional comments will 
be given on these two phenomena.

As shown in the chapter, there is a long tradition of national tests in 
Sweden, and a strong trust in teachers’ responsibility for rating and grading, 
the latter, however, questioned and partly challenged in recent years. 
Furthermore, the delegation of test development to university departments, 
an arrangement in existence since the 1980s, is well established and largely 
appreciated by different stakeholders. However, external as well as internal 
investigations have highlighted variability at different levels as a distinct 
problem in a large-scale assessment system with explicit aims to strengthen 
individual fairness and overall equity.

Several aspects of the system demonstrate clear differences in 
interpretations, processes, products, outcomes and use, as shown, for 
example, in reports from the university groups engaged in test development. 
One example concerns the assignment, and how the wording in the subject 
syllabi should be interpreted and operationalized in tasks and tests, and 
to what extent standardized procedures and empirical evidence, alongside 
assumed impact and exemplarity, should be taken into account. Is it, for 
example, at all possible to assess students’ ability of reasoning and analysis 
using closed test formats? To what extent and with what quality demands 
should performance-based tasks be used, given the fact that several studies 
have revealed alarmingly low inter-rater consistency.

The test development process is another source of variability. 
There is a fair amount of consensus regarding the value of collaboration 
between different stakeholders and the necessity of piloting materials. 
However, the selection, as well as the number, of test-takers in piloting 
and pre-testing varies considerably, as does the use of anchor items for 
test equating purposes. In addition, there are considerable differences in 
analytical methodology, in particular regarding the perceived value and 
use of quantitatively oriented procedures. The number of items and tasks 
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also vary from one test to another. Furthermore, there is evident variability 
regarding standard setting; mostly, basic Angoff-related procedures are 
used, but differences are large when it comes to the type of evidence used to 
arrive at the final recommendation for cut scores and benchmarks. 

Finally, variability is evident also in the overall stability of different 
subject tests over time and in teachers’ use of aggregated national test 
grades when awarding final grades. As a result, several measures have been 
taken to strengthen the system, for example a decision by the government 
about an extensive inquiry regarding the future of the national tests, and a 
proposed framework for the assessment system, developed academically on 
commission by the National Agency for Education. The latter has recently 
been delivered and is currently in the process of analysis by the NAE and the 
different test development groups. Quite predictably, reactions have been 
mixed. Attempts to increase validity, reliability and stability, for example 
through a certain degree of standardization of processes and products, are 
not generally approved of. A number of important decisions remain to be 
taken, and to what degree positive effects will be achieved is something yet 
to be seen. 
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From cohort-referencing to 
criterion-referenced grades 
in Sweden
Jan-Eric Gustafsson 

The chapter on Sweden provides a comprehensive description and discussion 
of essential aspects of the systems for student assessment and grading. In 
this commentary I have chosen to take a historical perspective, focusing on 
the transition from cohort-referenced to criterion-referenced grading.

One of the most important texts on assessment and grading ever 
published in Sweden is the commission report SOU 1942:11. This report 
proposed a system of grading in compulsory school designed to yield 
equitable and comparable teacher-assigned grades. A criterion-referenced 
system was considered by the commission, but it was rejected with 
reference to the fact that verbally formulated criteria cannot achieve the 
degree of precision required for purposes of grading. Instead a cohort-
referenced system was proposed which was designed to give ample room 
for teacher assessments. The proposed system was based on research 
showing that teachers are highly skilled in evaluating the relative merits of 
their own students, but that they cannot compare the achievements of their 
own students with those of students in other classrooms. It was therefore 
suggested that so-called ‘standard tests’ should be developed to supply 
information about class-level performance. Along with an assumption 
about a normally distributed population, this information would be 
sufficient for the teacher to know approximately how many grades at 
different levels would be available for the class. While student performance 
on the standard test was to be taken into account when grading individual 
students, the teacher was also expected to bring in information from other 
sources in the assessment, such as classroom performance and results on 
teacher-made tests. This cohort-referenced, so-called ‘relative’ grading 
system was implemented in compulsory school in the early 1950s, and 
later on it was also implemented in upper-secondary school.

Within the framework of this robust system, Swedish teachers were 
granted wide responsibilities for grading for high stakes purposes. However, 
there also was criticism of the relative grading system. One complaint was 
that the mean level of achievement of the population was assumed to be 
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constant from one year to another, giving the impression that there could 
be no improvement of achievement. Another point of criticism was that the 
system encouraged competition rather than collaboration. 

These, and other criticisms, are likely causes of a sudden decision to 
discontinue the relative grading system in conjunction with the introduction 
of new curricula in the 1990s, and it was replaced by a criterion-referenced 
‘goal- and knowledge-related’ grading system. This grading system was 
planned to serve three functions. The first was reliable grading at the individual 
level, the second was to serve purposes of evaluation at intermediate levels 
of the school system (e.g. school, municipality) and the third was to provide 
information about development of levels of achievement at national level 
over time. The idea to use the grades for these multiple purposes was based 
on the assumption that the grades would provide unbiased information 
about the extent to which the different goals had been reached. However, 
this assumption proved false, and the three planned functions have not been 
adequately implemented. 

It soon became clear that there were large differences among teachers 
and schools in leniency of grading and also that there was a substantial 
grade inflation. National tests were expected to support equitable grading. 
However, it was never made clear in what way or to what extent the national 
test results should influence the grades of individual students. Furthermore, 
in most subjects the tests were designed as performance tests, requiring 
students to produce large amounts of text or other output, which had to 
be interpreted and assessed by the teachers. However, the Swedish Schools 
Inspectorate concluded that the teacher ratings were unreliable and biased 
in favour of the teachers’ own students, leading to blaming and shaming of 
the Swedish teachers in the media (Gustafsson and Erickson, 2013). 

The national tests also suffer from the problem that the national 
averages in most cases vary substantially from one year to another, while 
the grades tend to increase over time. In contrast, in the international 
comparative assessments, the results for Sweden have been declining since the 
mid-1990s. The criterion-referenced grades thus cannot be used for purposes 
of national assessment of achievement trends. The poor measurement 
characteristics of the criterion-referenced grades also cause relations with 
other variables, such as family background, to be underestimated, giving 
the false impression that equity of schooling outcomes has improved over 
time (Gustafsson and Yang Hansen, 2017).

Thus, there have been a large number of negative consequences of 
the introduction of the criterion-referenced grading system. One source of 
these negative consequences is the inherent impossibility to formulate goals 



Jan-Eric Gustafsson

256

and criteria in sufficiently precise terms to achieve comparability of grading, 
and another main source is the lack of a system of national tests that can 
provide teachers with the necessary support in their work with assessment 
and grading.
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Chapter 13

Setting Standards in the 
United States: The Advanced 
Placement programme
Deanna L. Morgan 

Introduction
The College Board is a mission-driven, not-for-profit organization that 
connects students to college success and opportunity. Founded in 1900, the 
College Board was created to expand access to higher education. Today, 
the membership organization is made up of over 6,000 of the world’s 
leading educational institutions and is dedicated to promoting excellence 
and equity in education. Each year, the College Board helps more than 
seven million students prepare for a successful transition to college 
through programmes and services in college readiness and college success 
– including the SAT and the Advanced Placement programme (AP). The 
organization also serves the education community through research and 
advocacy on behalf of students, educators and schools. The College Board 
is headquartered in New York but has regional offices across the United 
States and in Puerto Rico. 

In the United States the education field has consistently moved 
towards standards-based testing. As a result, the need to quantify when 
a student has shown sufficient knowledge and skills on a set of content 
standards has evolved. While this movement has been in place for a number 
of years, the 2001 Elementary and Secondary Education Act (ESEA) 
legislation, also known as the No Child Left Behind Act (NCLB), has played 
an important role in accelerating the movement and focusing attention on 
standards-based assessment. NCLB legislation required that all states have 
a standards-based test in grades 3 through 8 in reading and mathematics 
and that all students are tested. The standards-based test must, at the least, 
identify students as basic, proficient or advanced according to the individual 
state’s content standards. Additionally, states must assess all students, 
including those with significant cognitive disabilities.
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The NCLB Act redefined the role of the US federal government in 
primary and secondary education. Along with mandating annual student 
testing in Grades 3–8, it stipulated that assessments provide adaptations 
and accommodations for students with disabilities as defined in the 
Individuals with Disabilities Acts of 1991 and 1997. It also mandated the 
reporting of assessment results and state progress by student groups based 
on socio-economic status, race and ethnicity, disability status and limited 
English proficiency. However, it is important to note that the mandate did 
not include a common curriculum or assessment, making it very difficult to 
compare performance across states. The ultimate goal was for all students 
to reach proficiency by the year 2014. As the United States approached 
this deadline, it became clear that this ultimate goal would not be met, 
and states joined to form consortiums to develop and administer common 
assessments within each consortium measuring the Common Core State 
Standards (Common Core). The Common Core places an emphasis on 
defining content and performance standards indicative of college and career 
readiness (Morgan and Perie, 2013).

Currently, however, a large number of states have withdrawn from 
the consortiums and the Common Core curriculum. As such, states and 
in some cases districts or even individual schools have the ability to define 
the curriculum that will be taught and to choose the assessments that will 
be offered. This great diversity of options makes it increasingly difficult 
to measure comparable student performance. Efforts have been made to 
use performance on the National Assessment of Educational Progress 
(NAEP) as a baseline and compare state performance relative to their 
NAEP performance. This is problematic, however, due to small sample 
sizes, matrix sampling of content offered on the exams, and low student 
motivation since no consequences for the student are tied to the test result. 
In 2015, the Every Student Succeeds Act (ESSA) was signed reauthorizing 
the ESEA and revising many parts of the law under NCLB but still failing to 
mandate a common curriculum or common assessment. The College Board 
holds a unique position in that the same curriculum and assessments are 
used across the United States and in other countries around the world with 
no government oversight or accountability. Accountability of the College 
Board and the AP programme is to the members of the organization, users 
of the product (both schools and students), and higher education institutions 
where decisions may be made to accept or not accept AP scores. 



259

Setting Standards in the United States

The Advanced Placement programme
The College Board’s AP programme provides an avenue for high school 
students to pursue college-level content with the potential of earning college 
credit, placement into a college course beyond the introductory course 
(advanced placement), or both at an institution of higher learning. The 
programme has 37 college-level courses that culminate in either a rigorous 
exam or a final product(s) that will be evaluated and scored. AP courses last 
for one school year or the equivalent: the course may last for only half of the 
school year if the classes are extended length such as found in some block 
scheduling arrangements. AP students receive a categorical score of 1 to 5 
that is based on their exam performance or final product(s), through-course 
assessment components which are completed during the course rather than 
at the end, or both. Generically, the programme describes the categorical 
scores, or AP grades, as:

5 = extremely well qualified

4 = well qualified

3 = qualified

2 = possibly qualified

1 = no recommendation

While the AP programme recommends that students be considered for 
college credit or advanced placement with a score of at least 3, it is at the 
discretion of the individual institution whether they will accept an AP score, 
if the student will receive credit and/or advanced placement, and what score 
will be required for the credit and/or advanced placement. 

The programme began in the early 1950s and grew out of five pilot 
projects initiated at that time by the Ford Foundation and the Carnegie 
Corporation in response to concerns about the need to have a rigorous 
education and avoid mediocrity for gifted and talented students in the 
post-World War II and early Cold War era. The College Board took over 
what remained of these efforts with continued early funding from the Ford 
Foundation in 1954 (Lacy, 2010). Between 2002 and the present time, AP 
focused heavily on reviewing and redesigning the courses and exams with 
the goal that courses would focus on key knowledge, skills and abilities 
that students should know and be able to do with an eye toward deeper 
understanding of fewer concepts rather than a shallower coverage of a 
broader array of content. A key piece of this was the implementation 
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of evidence-centred design (ECD). Evidence-centred design (ECD) is an 
orientation towards assessment development. It differs from conventional 
practice in several ways: (a) the amount of work required up front in 
the design phase (i.e. before items are written); (b) the prioritized role of 
observable evidence in design and development; and (c) the documentation 
and use of claims, evidence and task models (Huff et al., 2010; Mislevy 
et al., 2003; Hendrickson et al., 2013). The review also included current 
psychometric practices such as how cut scores are established to set the 
standard for each AP grade, which equating practices are used to maintain 
the standards from one administration to the next and across forms, 
how item quality is evaluated and what range of values is acceptable, 
and how reader reliability is monitored for the scoring of constructed 
response exams. All aspects of the exam process were evaluated against 
the Standards for Educational and Psychological Testing (AERA, APA 
and NCME, 2014). A strong recommendation was made by a panel of 
experts to transition to panel-based standard setting for setting the AP 
cut scores used to assign students to the AP grades 1–5. Historically, the 
programme used college comparability studies to set the standards in an 
effort to maintain the congruence between college-level and AP assessment 
standards. However, problems with obtaining a representative sample of 
college level examinees, motivation, grade inflation, match to curriculum 
and timing during the year and other factors made the results at times 
questionable or unusable. Beginning with the AP Environmental Science 
Course in 2011, all AP standards are established through a panel-based 
standard setting.

The assessment process
Nature of assessments
Advanced Placement currently offers 37 different course and exam 
programmes. Exams are administered in the first two weeks of May. The 
majority of the exams begin with a section of multiple choice (MC) items 
that each have four response options (A) to (D) (see Figure 13.1), and then 
have multiple-select multiple-choice questions (see Figure 13.2) and short 
answer free-response (FR) questions (see Figure 13.3). The length of the 
exam sections varies as needed to cover the content and skills specific to 
each content area. 
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Figure 13.1: Multiple choice item

Figure 13.2: Multiple select multiple choice item
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Figure 13.3: Short answer free response question

Most exams take approximately three hours with timing applied as 
appropriate to the section or item type. The Language and Culture exams 
feature both listening and speaking sections in addition to the MC and 
FR items. A few exams include either short answer questions, multiple 
select multiple choice items, or grid-in items that require the student to 
code a numeric response on the answer sheet. History exams offer students 
two long essay prompts, from which the student chooses one to respond 
to. Additionally, three exams have been launched that include multiple 
performance tasks that students prepare for during the year and submit 
for scoring in lieu of or in addition to sitting an exam (see Figures 13.4 to 
13.7). Students in one of the three Studio Art programmes are required to 
submit a portfolio of work with accompanying documentation or responses 
regarding the work and its motivation. The curriculum and exam redesign 
efforts have focused more solidly on skills and greater standardization 
of exams and achievement level descriptors (ALDs) within subjects: for 
example, the three history exams have the same exam structure and the 
same ALDs with differing supporting examples as appropriate for the 
specific area of history.
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Figure 13.4: Through-course performance task



Deanna L. Morgan

264

Figure 13.5: Through-course performance task
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Figure 13.6: Through-course performance task
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Figure 13.7: Through-course performance task

Examinations
The College Board owns the exams and works with curriculum experts both 
on staff and on committees developed to represent higher education and 
secondary education in that content area. Committee members and content 
experts from both the College Board and the Educational Testing Service 
(ETS) work collaboratively to define content and skills, write items, review 
item performance data, create scoring rubrics and participate along with 
many other content experts in the annual reading in June to read and score 
student responses to the free response questions and performance tasks. 
Although the College Board is the final decision maker about exam content 
and design, external expertise from stakeholders is an integral part in the 
process. Routinely, external content experts are invited to provide feedback 
through surveys, participation on committees and a variety of other routes. 
All work is reviewed by College Board and ETS for accuracy and bias with 
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many levels of security safeguards in place to protect confidential items and 
materials including student confidentiality in the handling of personally 
identifying information. Embedded pre-testing is implemented in some AP 
exams to increase item quality by examining item performance prior to 
being used to contribute to a student’s score. However, not all AP exams 
use embedded pre-testing due to concerns about increasing test length and 
security.

School-based assessment (coursework)
For the majority of the courses and exams, the only prescribed activity is 
the exam in May. However, AP teachers may offer a variety of learning 
opportunities and activities at their discretion to assist student learning and 
result in a reportable classroom grade for the purpose of the high school 
experience and student record. The exceptions are the courses that feature 
performance tasks or portfolios that are submitted and graded in addition 
to or in lieu of an end of course exam. These courses may require an in-
class presentation or oral defence that is graded by the teacher according 
to the scoring rubrics, on which the teacher must be trained. Some written 
products may also be scored by the teacher but are then also scored at the 
official reading in June by an independent rater. Presentations are not scored 
at the reading and receive the score provided by the teacher. Currently, no 
moderation is done for scores that are only assigned by the teacher.

Marking completed examination papers
With the exception of the course with a performance task component 
mentioned above that is scored by the teacher, all MC questions and 
questions that are able to be gridded on an answer sheet are scanned and 
scored electronically, generally within two weeks or less from the exam 
date as materials are returned to ETS by the schools where the exams were 
administered. When materials are returned, the answer sheets are separated 
from the students’ response booklet for the free response questions. The 
free response question booklets are then sorted and bundled for processing 
in preparation for the annual reading, which typically occurs in the first 
two weeks of June. Each AP subject is assigned to one of multiple reading 
sites around the United States. Secondary teachers and higher education 
faculty are recruited to participate in the reading of responses for a specific 
subject area and spend approximately seven days in a large convention 
centre scoring the written or digital responses that have been received. 
Each reading begins with training on pre-selected samples and a thorough 
review of the rubric for the specific question each reader has been assigned 
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to score. A reader may score more than one question during the week but 
focuses on only one question at a time and will be retrained on the new 
question before starting to score again. AP-constructed response questions 
are scored by a single reader with periodic back reads by table readers to 
ensure quality in addition to the presence of calibration papers, which are 
circulated throughout the process to verify that a reader is aligned with 
the rubric. Calibration papers have known scores and readers must score 
the papers correctly to continue reading, or they receive additional training 
on the rubrics before being allowed to resume scoring. Reader reliability 
studies are conducted frequently at the AP readings to obtain double score 
data on student responses for a sample of the population testing and allow 
for reader agreement rates and generalizability results to be produced as a 
measure of reader quality and consistency. Along with accomplishing the 
work of scoring the responses, the AP Program has found that the reading is 
an excellent professional development opportunity for educators, and many 
of the subject areas have developed unique cultures that continue from year 
to year as readers return and new readers are added. Though many efforts 
are underway to lower costs and be more efficient through the introduction 
of online distributed scoring, it is unlikely that the readings will ever be 
completely replaced due to the other benefits and goodwill derived by the 
gathering of so many educators in one place for a common purpose.

Standard setting process
Determining grades
Since 2011 the AP programme has used panel-based standard setting to 
make recommendations about cut-score locations. Fifteen subject matter 
experts (SMEs) in the subject of the exam are convened. Seven are teachers 
of the AP course and the remaining eight are higher education teachers of 
a comparable college level course for which students earning an acceptable 
score on the exam may receive credit. In addition to expertise and 
experience, SMEs are also selected to represent a diverse group of gender, 
race/ethnicity, geographical location and years of experience teaching, 
with additional considerations as needed depending on the specific needs 
of the subject, for example both heritage and non-heritage speakers for 
the Language and Culture exams. At the beginning of the study, the SMEs 
are asked to complete a biographical data form for use in summarizing 
panellist characteristics, and evaluation-form data is collected throughout 
the standard setting meeting as evidence of procedural validity (Kane, 2001; 
Hambleton et al., 2012; Pitoniak and Morgan, 2012, 2017). Additionally, 
panellists are required to sign a confidentiality form since they are 
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working with sensitive and confidential test materials during the standard 
setting process. 

Initially, SMEs receive an overview of the course and exam, the AP 
grades (1–5), and a brief introduction to the purpose of the meeting. This 
is followed by the opportunity to experience the exam that will provide 
the SMEs with a frame of reference for considering student performance 
in the context of the entire exam and under conditions close to those 
encountered operationally. SMEs do not have access to answer keys 
during the exam experience. This activity familiarizes SMEs with the exam 
questions, as well as with the rigour and time constraints experienced 
by students who take the exam. Following completion of the exam, an 
answer key and analytic rubric are provided to SMEs so they can score 
their own performance. 

SMEs then have an opportunity to review and discuss items they 
found especially difficult or confusing with an emphasis on characteristics 
of specific items, what is being measured and what factors make the item 
easy, difficult, or perhaps confusing. Any comments of a critical nature or 
editorial type beyond the scope of the standard setting task are collected 
and shared with the appropriate person(s) in the AP programme for later 
follow up. 

Historically, prior to 2011, standards were set on the AP exams 
through a college comparability study that included giving the exam to 
college-level students enrolled in the relevant course for the exam and 
mapping their exam performance to their expected grade in the course, 
resulting in the following relationship:

AP Grade 5 = A or A+ in the corresponding college course

AP Grade 4 = B, B+, or A- in the corresponding college course

AP Grade 3 = C, C+, or B- in the corresponding college course

AP Grade 2 = D, D+, or C- in the corresponding college course

AP Grade 1 = Grade below D in the corresponding college course

While the AP programme has moved to panel-based standard setting, a 
desire remained to have some grounding in college student performance 
considered by the SMEs. As a result, the higher education SMEs are asked 
to administer a comparable but shortened version of the exam to their 
students, to provide the results (along with expected course grades) to the 
College Board in advance of the meeting, so analyses can be completed to 
share at the standard-setting meeting for comparison with the performance 
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of the AP student population taking the exam. These results are shared 
with the SMEs following the exam experience and then revisited during 
the meeting as other results become available. However, it should be noted 
that problems which plagued the college comparability studies used prior 
to 2011, and led to the recommendation to move to panel-based standard 
setting, also impact the results of this mini-comparability (mini-comp) study 
for the standard-setting meeting, limiting its value. College comparability 
study results were often found to be unusable due to many limitations. 
One of the biggest issues facing college comparability studies was the 
recruitment of large samples of students and institutions to participate in 
the study. Recruitment, always difficult, often suffered from a large rate 
of attrition. Additionally, the students may not be sufficiently motivated 
to try their best on the exam, and results were often accompanied by notes 
from the professors that attested to that. The exams administered in the 
studies were not always fully representative of actual AP exams due to time 
limitations to fit within the class time of a college class. Because exams 
were administered at multiple sites by professors and then scored by those 
professors, a lack of standardization across administrations and scoring 
practices further affected the data used in the studies. Also, participating 
schools may not be representative of the colleges that accept AP scores. 
The resulting data, which may be limited by one or more of these issues 
or others not included, did not provide a high degree of confidence in the 
fidelity of the results. The final piece of the comparability study involved 
mapping college student performance on the exam to the expected class 
grade provided by the professor. Class grades are notorious for inflation 
due to characteristics other than knowledge and ability in the subject area, 
such as participation, attendance, politeness and a variety of other personal 
characteristics that may cause the professor assigning grades to be more 
generous or offer the benefit of doubt to a student and raise their grade 
even when academic performance may not warrant it. The additional 
complication of lack of standardization in the assignment of class grades 
from one professor to another when combined with the two pieces of data 
used in the study (study exam data and expected grades) which are also 
less than stellar, makes the continued use of comparability studies as the 
primary basis for setting performance standards untenable.

Following the presentation of the mini-comp results, the SMEs are 
introduced to a set of ALDs specifically designed for the course and exam 
on which they are working. ALDs describe the borderline knowledge, 
skills and abilities that are required for a student to be placed into each 
AP grade category, also referenced in some publications as the minimally 
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competent examinee. Discussion of ALDs prior to assigning standard 
setting ratings helps to establish a common understanding across standard-
setting panellists of the meaning of the borderline of each score category 
in terms of what students at the borderline of each category know and are 
able to do. In essence, the ALDs serve as benchmarks, or anchors, during 
the rating task. 

A variety of methods have been proposed for setting performance 
standards on educational assessments. Despite procedural similarity across 
many panel-based standard-setting techniques (Hambleton et al., 2012), 
Cizek (2012) describes at least ten separate standard-setting processes with 
a host of modifications that yield even more methods that can be used to 
collect ratings from panellists. In spite of the numerous methods, various 
modifications described as Angoff standard-setting procedures remain 
among the most widely used (Angoff, 1971; Plake and Cizek, 2012). It 
should be noted that the Angoff methods derive from a brief description and 
footnote in the second edition of Educational Measurement and are typically 
not implemented as originally described; thus most of the methods are more 
accurately referenced as Modified Angoff methods. The Angoff method and 
its variations are criterion-referenced standard-setting methods that require 
panellists to estimate the probability that a ‘minimally acceptable person’ 
(i.e. a borderline examinee) will answer an item correctly. These probabilities 
are then summed to produce recommended cut scores. A Modified Angoff 
standard setting method (Plake and Cizek, 2012) is used to collect SME 
ratings for the majority of the AP exams, which include a combination of 
multiple choice and free response items with a variation known as Mean 
Estimation used for the free response items. Recently, exams with only free 
response items have been launched by the AP programme, and these exams 
utilize a different panel-based methodology. Criterion-referenced methods 
that require panellists to make judgements in reference to a set criterion 
(the ALDs that define the knowledge, skills and abilities of the borderline 
examinee at each cut score) are preferred because it is critically important 
that students earning each of the AP grades 1–5 be able to demonstrate the 
knowledge, skills and abilities described. Other norm-referenced methods, 
such as comparability studies, which focus primarily on the percentage of 
test completion as it relates to the performance of a norm group on taking 
the test (college students taking the AP exam) and establishes cut scores 
numerically or based on classroom grades as opposed to in relation to 
knowledge of the subject matter, are likely to result in poor validity when 
student grades and readiness for the next course are evaluated.
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SMEs receive training on the concept of the borderline examinee, 
using the ALDs, the Modified Angoff Method and Mean Estimation, 
including the process to follow to make ratings on items using both methods 
and a chance to practice the process with a select sample of items prior to 
doing any ratings that will contribute to the final recommendation. The 
training includes the opportunity for questions and discussion, and SMEs 
are asked to complete an evaluation form at the conclusion to indicate their 
level of understanding and readiness to proceed to the real task. The task 
that each SME must complete requires they use the ALDs to represent the 
borderline examinee in each of the AP grade categories (1–5), then provide 
an expected probability for correctly answering each of the multiple choice 
items, and estimate the mean score of 100 borderline examinees at each 
achievement level in the rubric for the free response items. In order to ease 
the cognitive demand during rating, panellists are asked to imagine a group 
of 100 borderline students in each AP grade category, and estimate the 
number who would correctly answer each multiple choice item. For the free 
response items, panellists are asked to estimate the average score on the 
rubric that those same 100 students would receive on each item. Students in 
borderline groups are described in terms of ‘cuts’ that distinguish between 
AP grade categories. These groups are described as follows:

●● Examinees at the 4/5 cut: borderline examinees who receive a score 
of ‘5’ on the AP exam; these students represent a minimally qualified 
examinee for the AP grade of ‘5’

●● Examinees at the 3/4 cut: borderline examinees who receive a score 
of ‘4’ on the AP exam; these students represent a minimally qualified 
examinee for the AP grade of ‘4’

●● Examinees at the 2/3 cut: borderline examinees who receive a score 
of ‘3’ on the AP exam; these students represent a minimally qualified 
examinee for the AP grade of ‘3’

●● Examinees at the 1/2 cut: borderline examinees who receive a score 
of ‘2’ on the AP exam; these students represent a minimally qualified 
examinee for the AP grade of ‘2’

SMEs are restricted to expected probability ratings between 20 and 95 
in intervals of five for the multiple choice items. They are not allowed to 
provide ratings below 20 in order to prevent a cut score that would allow a 
student to receive a grade above AP 1 by guessing due to chance. Similarly, 
SMEs are not allowed to provide ratings greater than 95 in recognition 
that perfect performance is not common, nor a reasonable expectation of 
the borderline examinees. Additionally, this helps control for examinees 
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being required to earn a perfect score to be placed into the highest score 
category. For the free response items, SME ratings are restricted to average 
rubric scores between 0 and the maximum score on the rubric in intervals of 
0.5. Because four cut scores are needed to assign the five AP grades, SMEs 
provide ratings for the four borderline groups simultaneously on each item. 
SMEs provide ratings by entering the appropriate value into a googledocs 
spreadsheet by typing the value or using a pull-down menu. Spreadsheets 
are constrained so that only valid values are available for use by the SME. 
During training, SMEs are asked to share their ratings for specific items and 
the rationale for how they came to that rating. A variety of ratings for an 
item is not uncommon, and SMEs are informed that consensus is not a goal 
of the meeting; it is expected that the variance among ratings will decrease 
as the meeting progresses, but it is not expected that everyone will be in 
exact agreement.

After completion of the previously mentioned evaluation form 
and a brief review of the forms to ensure no further training is necessary, 
the SMEs provide two rounds of ratings with discussion and feedback 
provided between rounds. Following Round 1 of ratings, SMEs complete 
an evaluation form that provides another opportunity for the facilitator 
to ensure no additional training is needed and provides further evidence 
for the procedural validity of the process. When all SMEs have submitted 
ratings, feedback is provided to each in the form of the median rating of the 
group on each item, which can be compared to their own rating, and the 
difficulty of the item based on actual student performance in the form of 
the percentage of examinees answering the item correctly. The percentage 
correct provides the SMEs with a reality check for consideration if the 
expected probabilities they are assigning are drastically different from 
how examinees actually performed. SMEs are divided into small groups of 
four to five people and encouraged to compare individual item ratings and 
discuss rationales for those ratings. After the small group discussions, the 
larger group reconvenes and discusses highlights from the small groups so 
that everyone is on the same page. It is not expected that any SME will alter 
their ratings as a result of the discussion, but it is common that a previously 
unconsidered perspective is shared during the discussion that will result in 
one or more changes to the Round 1 ratings. The results of the AP Teacher 
Survey are also shared as part of the discussion of the free response items. 
The Teacher Survey asks AP teachers for that subject area to provide the 
number of rubric points they would expect an examinee to earn on each free 
response item to earn an AP 3 and to earn an AP 5. Teachers completing 
the survey have the free response Items, Rubrics and ALDs available for use 
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when providing their estimates. This information is used as a reality check 
for the standard setting panel to compare against the number of required 
points based on the Round 1 ratings. Before SMEs begin their individual 
work rating items for Round 2, impact data is shared in the form of the 
expected distribution of students earning each AP grade if the Round 1 
results remained intact as the recommended standards to the AP Program. 
The Round 1 recommendations are also applied to the data from the mini-
comp study to produce a distribution of expected performance for that 
population as well.

During Round 2, SMEs are instructed to review each item to 
confirm their rating provided in Round 1 or to provide new ratings as 
they deem appropriate based on the information that was presented during 
the discussion. After all SMEs have submitted their Round 2 ratings, the 
updated impact data based on Round 2 ratings is shared, and the SMEs 
have an opportunity to discuss their viewpoints on the reasonableness of 
the recommended standard following Round 2 ratings. This discussion 
is often quite lengthy and is very informative to the AP Program staff 
observing the meeting. Many of the points from this discussion are recalled 
and considered later by the AP Program in deciding the final cut scores that 
will be adopted and applied operationally. The variance of the judgements, 
Standard Error of Judgment (SEJ), is calculated after each round of ratings, 
and the expectation is that this value will be relatively small and will decrease 
in Round 2. If SMEs seem unhappy with the results after Round 2 and/or 
the SEJ indicates that agreement has decreased resulting in a larger SEJ in 
Round 2 than in Round 1, a third round of ratings may be collected using 
the same method or, when appropriate, another method, such as a survey 
of each SME’s minimum and maximum acceptable number of points on 
the test holistically, as a compromise method to provide another data point 
for decision making. Following the final round of discussion, panellists are 
asked to complete a final evaluation form to provide additional evidence 
of the procedural validity of the standard setting meeting and share any 
feedback they have about the process, facilities, results or any other 
topic desired. 

After the Modified Angoff standard setting method has been used for 
an exam, in almost all subject areas, AP grade standards are subsequently 
maintained across administrations and forms through Common-Item Non-
Equivalent Groups equating (Kolen and Brennan, 2004). 
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Variation for all free response exams
Two newly launched AP exams, AP Capstone Seminar and AP Capstone 
Research, are composed of only performance tasks and do not lend 
themselves well to the rating task described above. The process described 
is the same; only the rating task differs. The Performance Profile Method 
(Morgan, 2004) is used to make cut score recommendations on these 
assessments. Using real student performance data, a profile of performance 
by an individual student on all performance tasks is created. A set of 
approximately 60 of such profiles that span the range of performance from 
very low to very high is developed by selecting from the most frequently 
earned profile combinations, a representative student performance at each 
total score point. The profile set is randomly ordered, and the SMEs review 
each profile against the ALDs and make an assignment of the profile into one 
of the five AP performance levels. When all SMEs have made an assignment 
into an AP performance level for each profile in the set, the assignments are 
summarized to show the frequency with which each profile was assigned 
to each performance level. Profiles assigned to multiple performance levels 
are discussed by the group, and SMEs are given an opportunity to make 
adjustments to the assignments. After Round 2 of the assignments, impact 
data is shared in the form of the expected distribution of students in each AP 
grade if the Round 2 assignments remained in place. SMEs then have a third 
opportunity to make adjustments to the profile assignments, and the results 
from Round 3 become the recommended standard to the AP programme.

Political and public controversies and debates with the 
AP programme
The AP programme is highly regarded for its rigorous curriculum and 
examination. The number of AP exams that a student takes is considered 
an advantage in terms of college admission or evidence of scholarliness. 
Additionally, the number of exams that a school administers, along with 
the number of AP 5s earned at a school, regularly appears in the media 
as evidence of quality for a school or school district and may even be 
used as a measure of the quality of the AP teacher. These are not quality 
indicators encouraged by the College Board but are definitely part of the 
landscape surrounding the AP programme and education in the United 
States. As a result, the standard-setting process is of critical importance. 
The scores’ distributions that result from the standard setting final outcome 
are closely scrutinized by stakeholders, with any increases or decreases 
swiftly questioned. It is important to note that there is no optimal score 
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distribution or target. The standard-setting process is criterion-referenced, 
and if all students assessed meet the level of performance to receive a score 
of 5, then that is what would be reported. Despite the many proponents of 
AP, conflicting points of view do exist. 

As previously reported, the AP programme recommends that a 
student may begin to receive college credit with a qualifying score of 3 on 
an AP exam. However, not all institutions agree. Some institutions are wary 
of credit by examination in general and accept very few, if any, AP scores 
or may only accept scores and reward general credit rather than credit in 
the subject area tested. At times there is a territorial issue or disbelief that 
anyone can prepare students as well as the course professor despite research 
showing students receiving AP credit are as successful in the next course 
as the students who took the introductory level course at the institution 
(Morgan and Klaric, 2007). At other times a prestige issue may factor 
into decisions about AP score acceptance, with institutions considering 
themselves more prestigious or above the norm only accepting scores of 
AP 4 or AP 5. At times these decisions are made in a vacuum with little or 
no data to support the decision; in some cases there may be a study that 
has called into question past student performance that is being cited, or 
decisions may be made in reference to experiences with previous processes 
like the former college comparability studies. 

The AP programme values diversity and has as an on-going mission 
to attract more diverse groups of students into the AP courses. The volume 
of students taking an AP course and exam has continued to increase each 
year, and with that increase in students the number of diverse students 
has also increased. But there is still room for improvement. For certain AP 
courses part of the growth has been through an increase in younger students 
taking the courses during their 9th or 10th grade years in secondary school. 
For courses with large numbers of younger students, special analyses are 
conducted during the standard setting to compare the performance of what 
is considered the typical AP student to the performance of the younger 
students. It is very important that the rigour of AP be maintained and that 
a change in the population taking the course and exam does not cause a 
decrease in rigour. This is one of the key reasons using a criterion-referenced 
standard setting method is important and the reason that special analyses 
on student performance are conducted for the courses where the population 
has changed to include much younger examinees. On a similar but different 
issue, AP Language and Culture exams also conduct special analyses 
separating native speaker performance from non-native speakers to ensure 
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the exam is fair and a good measure of the construct and not inflated due to 
the inclusion of native speakers in the population being examined.

The AP Course and Exam Redesign and the move to standard setting 
have had the effect of causing educators to rethink their positions on AP 
score acceptance. As part of the standard setting, the SMEs must take the 
exam and then throughout the process they become very familiar with the 
ALDs, exam and level of rigour. This is an eye-opening experience and, for 
many, the first time they have ever seen an AP exam. It is not uncommon 
for the staunchest critic to have reversed their attitude in support of the AP 
course and exam by the time the standard setting concludes. It is still early 
in the process, but there is hope that as the true rigour of the AP courses 
and exams become more widely known, especially with recent changes after 
the redesign, more institutions will re-evaluate their policies to the benefit 
of deserving students who can be successful in the subsequent course, both 
potentially shortening their time to graduation and/or allowing the student 
the opportunity to use that gained freedom in programme of study to 
explore more advanced subject matter.
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Context and Change in 
Standards Setting
Eva L. Baker

I read the contribution of Deanna L. Morgan with interest as the College 
Board and the Advanced Placement (AP) programme have venerable 
histories in the United States and continue to have generational impact (my 
two high school-aged grandchildren are taking seven AP courses between 
them this year). I will start with some particular comments about the essay, 
and then move to concerns associated with standard setting. I would place 
the standards-based focus much earlier than No Child Left Behind (2001). 
In particular, the National Council on Education Standards and Testing 
published a set of recommendations in 1992 (Raising Standards for American 
Education, 1992) that was the culmination of earlier work by Governors at 
the President’s Educational Summit, 1989, followed by deliberations of the 
National Educational Goals Panel. The Report of the Standards Task Force 
(NCEST, E-1-19) provides the blueprint for Standards requirements that 
were developed for use in the Improving America’s Schools Act of 1994, an 
earlier version of the Elementary and Secondary Act. Rereading this history 
can illustrate where the standards discourse came from and how practical 
implementation of standards in increasingly fractious contexts pushed a 
well-conceived idea off the rails. The quick lesson is that content standards 
were meant to fit into a broader set of expectations, for schools, instruction 
and equity, in addition to school subjects. Nonetheless, discord allows the 
College Board to rightly claim a national, voluntary curriculum, at least for 
a particular segment of students.

Setting standards
The document clearly reports the nature of the AP assessments and their uses. 
It describes both the reasons and the detailed process of setting standards. 
The discussion of the shift from comparability of college performers and the 
more recent panel approach to standard setting is plausible. However, any 
criterion that uses college grades will embed the same issues of variation 
among professors’ judgements. For instance, if grade inflation is a fact, it 
probably needs nonetheless to be included as part of the process.

The use of a panel of subject matter experts (SMEs) may avoid some 
of the difficulty of college comparability, but it raises new and difficult issues. 



Eva L. Baker

280

One of these is that the rules for categorizing performance (grades) is less 
transparent than before, as it is no longer grounded in real performance, but 
in estimates of types of student performance by the SMEs. The availability 
of the achievement level descriptors (ALDs) seeks to provide a common 
understanding. Yet, in some tests, these descriptors are generated post 
hoc by reviewing items, while in others, the ALDs are part of the design 
process. Although classified as criterion-referenced, the estimation process 
has a normative component, that is, what proportion of borderline students 
would get the item right. 

The procedures of Rounds 1 and 2 are carefully described. However, 
it falls to the AP Program staff to design cut scores, and illustrative 
information that goes into these decisions would be helpful. The description 
of AP Capstone performance tasks is provocative, especially the adjustment 
of profile assignments based on expected distributions.

The saving grace of the AP programme and its examinations is 
that it has curricular relevance and exams are not free-standing. Further 
exploration of validity issues would be a welcome focus for the future.

Reference
NCEST (National Council on Education Standards and Testing) (1992) Raising 
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Education Standards and Testing. Online. https://files.eric.ed.gov/fulltext/
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Filling the aligned 
instructional system void: 
AP courses and exams in US 
high schools 
Betsy Brown Ruzzi 

In her chapter, ‘Setting standards in the United States: The Advanced 
Placement programme’, Deanna L. Morgan describes how the Advanced 
Placement (AP) courses and examinations play an important role in preparing 
US students for selective universities. These courses and examinations are 
provided, for a fee, by the College Board, a not-for-profit organization 
based in New York City, to US high schools that choose to offer as few as 
one or up 37 courses to their high school students in Grades 9 through 12. 
Students who take an AP course can decide to take the examination or not, 
if their high school does not mandate test taking. In some cases, the school 
district will pay for low-income students’ examination fees. But in most 
cases, the student or parent pays that fee which is $94 per test. It is not 
unusual for US high school students to take as many as ten AP courses and 
their accompanying exams as one way to set themselves apart in the race to 
be admitted to a highly selective university. 

Why AP?
Unlike top-performing education systems around the world, the United 
States does not have a common programme of study that all students 
experience during compulsory school. Most top-performing education 
systems have built aligned instructional systems made up of common 
courses with accompanying syllabi, curriculum frameworks matched to 
the syllabi, assessments that measure what is taught in the curriculum and 
examples of students’ work, with commentary, that show what it means to 
succeed on the assessments. The US state of Massachusetts comes closest 
to having an aligned instructional system, and the state’s performance on 
the US National Assessment of Education Progress (NAEP) demonstrates 
the benefit of that near alignment, putting the state at the top of US student 
performance. However, the state’s course coverage and assessment design 
are yet to match top-performing systems. As a consequence of having 
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no common programme of study, no common curriculum, or common 
assessments that can, using a common metric, show what a US student 
knows and can do, the AP programme has filled a void for US colleges 
and university admission’s programmes. As stand-alone, curriculum-based 
examinations of ‘college level’ work, the AP courses and exams are not a 
diploma programme or a qualification. Instead, AP provides high school 
students, when available, with common course syllabi and examinations in 
37 subjects. In their own way, APs serve as the nation’s high school leaving 
examinations for students wanting to show how they measure against other 
high-achieving students and demonstrate their college readiness.

How are APs used in the US?
AP examinations are used in a number of ways by students, high schools, 
colleges and universities. University admissions offices use AP course 
completion and exam scores as one sorting mechanism in their selection of 
candidates for admission. They also use exam scores as a course placement 
tool for first year students. Success on AP exams is one way for students to 
earn college credit prior to entering university that, in some cases, either 
shortens university, and therefore the cost incurred to students, or allows 
students to take higher level college courses upon entry. And US high 
schools offer AP courses and exams to provide a challenging pathway for 
high school students who are ready for accelerated learning.

Are there other benefits to students who take AP courses 
and exams?
In addition to helping students in the college admissions process and 
providing college credit where available, other benefits gained from taking 
AP courses in US high schools are: the exposure to challenging materials; 
the high expectations for what students can do by teachers; and the 
participation in classes with highly capable peers. Much like assessments 
used in top-performing education systems, AP examinations are common 
across the country, scored using a common rubric and awarded on merit. 
Lessons from the AP Program can certainly be extended down into the 
early grades if the US wants to implement one of the elements found in top 
performing education systems – highly aligned instructional systems.
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Chapter 14

The meaning of national 
examination standards
Jo-Anne Baird 

We all know what examination standards mean
Various understandings of what examination standards mean have been 
evident in the research literature and the public discourse for some time. At 
times these definitions could comfortably coexist, but oftentimes they are 
fundamentally incompatible. Let us consider a few ways in which they are 
discussed. Do examination results represent intelligence – a stable feature of 
students that is assumed not to change much over different cohorts taking the 
examinations? Are examination results an indicator of attainment, which can 
improve (or decline) between years depending upon factors such as quality of 
teaching and student motivation? When results have risen, have examination 
boards made the examinations easier, perhaps for commercial or political 
advantage? Would it be feasible for all examination candidates to pass, so 
long as they met the criteria? Are examination grades essentially a quota for 
university entrance? Do examination grades ensure progression standards for 
universities? Each of these ways of thinking about examination standards has 
implications for policy and practice, as well as theoretical implications. The 
very fact that different uses of the term ‘examination standards’ coexist and 
can be compatible or incompatible needs some explanation. 

With high expectations for the knowledge economy, education 
systems and their examinations can come under considerable criticism. In 
the project reported in this book, many examination boards were under a 
range of pressures from stakeholders stemming from their dissatisfaction 
with examination standards. Political pressures were being felt in a number 
of countries, either to change the examination structures or the outcome 
standards. Grade inflation was not an issue for those systems that maintain 
similar proportions of students gaining the grades each year, but in other 
cases it had been a major focus of debate. Examination boards were also 
anticipating where future challenges were likely to arise and preparing to 
address them, such as what evidence could be marshalled to show that 
students with the same grades in different years’ examinations had similar 
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performances. Not only did participants in the project have different 
definitions of examination standards and a variety of pressures from 
stakeholders, they had a range of ideas about what constituted rigour in 
setting standards. Participants’ beliefs regarding rigour no doubt stemmed 
from the paradigm in which they were most comfortable operating and its 
attendant methods, as discussed in Chapter 1. 

Meritocracy and social mobility operate on the notion that students’ 
qualities and efforts will be recognized through a fair system, and examinations 
act as a tool for a fair system in many societies. Given the onus upon the 
examinations to deal out life chances fairly, how they are defined and set 
is hugely political, even if the debates are at times muted. In this chapter, 
the evolving literature on definitions of examination standards is traced. 
Over time, the literature can be characterized as the rise of psychometrics, 
outcomes-based and latterly curriculum-based and psychometric systemic 
definitions. The meaning of examination standards is essential for 
comparative purposes; we want to know that the grades mean the same thing 
across different students, versions of a public examination and so on. Thus, 
we next turn to the meaning of comparability of standards and show that 
setting lofty theoretical ideals for what counts as comparable is ultimately 
unhelpful for exam boards which need to deliver comparable standards 
under real-world conditions that do not meet these strictures. An ecological 
model of examination standards is outlined, which serves to organize the 
literature and explain why different definitions of exam standards coexist 
and why examination boards and other stakeholders often draw upon a 
range of definitions, even if they do not always recognize this. Examination 
boards are responsible for standards at all levels of the ecological model 
and therefore have to be able to defend them at each level. Definitions are 
associated with the paradigms set out in the introductory chapter. Finally, we 
classify the methods used by some of the countries involved in the project. 

In Chapter 1, we outlined three assessment paradigms and recap them 
very briefly here as a reminder. The first was the psychometrics paradigm, 
arising from psychological theory and methods and relying on particular 
statistical techniques, applied to groups of students. The second was the 
outcomes-based paradigm, which has its roots in Taylorism and vocational 
assessment. Outcomes-based assessment depends upon qualitative 
judgements of experts and can most easily be applied to small numbers of 
students, often using observational methods. The third was the curriculum-
based paradigm, which arose in education, is typically applied to large-scale 
assessments such as public examinations but can be used by teachers with 
smaller groups. Statistical techniques are also central to this method.
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Definitions of examination standards
Most of the research literature on examination standards has been 
written from the psychometric paradigm (e.g. Blömeke and Gustafsson, 
2017; Cizek and Bunch, 2007; Hambleton and Pitoniak, 2006). Lawn’s 
(2008) analysis of the Americanizing of the field is pertinent. Scientific 
publications are generally dominated by the US due to the use of English 
as the lingua franca of science, the economic dominance of the US and its 
massive population. Chapter 4 described the kinds of techniques developed 
within the psychometrics paradigm. Encountering the research literature, 
the reader could be forgiven for thinking that there was, in fact, only one 
way of thinking about examination standards. A view often encountered is 
that the psychometrics paradigm is more scientifically advanced and that 
all other approaches are inferior. We return to these points later. Research 
publications are voluminous and the literature is fragmented, so it is difficult 
for researchers, let alone practitioners, to get an overview of the field. Most 
people are working in a context that does not expose the paradigm that they 
are working in because the historically and culturally bound systems largely 
serve to maintain the status quo (see Chapter 15). 

On discovering that others approach assessment differently, a typical 
response is to express surprise, be quizzical and to propose the adoption of 
our own tried and tested model. These encounters can sometimes become 
heated because they challenge beliefs about our professional understanding 
and therefore our identities and status. Having built a career around 
particular knowledge, technical processes and ways of thinking, it is 
unpleasant to say the least to have someone claim that it is incorrect, or 
even irrelevant. 

An example from personal experience was a project on the 
development of national basic numeracy tests in the late 1990s in England. 
All parties in the project struggled to work together. The project team 
involved policymakers who were steeped in an outcomes-based approach, 
was led by researchers from a curriculum-based perspective and as a member 
of the research team, I was essentially arguing for a psychometrics paradigm. 
These perspectives influenced everything from item design, development of 
the tests and standard setting to how the test results were interpreted. From 
the examination board representative’s perspective (curriculum-based), 
a big problem and a risk for the project was poor test design. From an 
outcomes-based perspective, test development could be conducted by hiring 
appropriately qualified individuals to write the tests, in keeping with pre-
specified criteria for functioning numeracy. Questions would be set in real 
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life contexts in the test, such as interpreting a train timetable or handling 
money. The test would then be sat by the intended cohort and the pass 
mark could be specified in advance in accordance with the criteria. With 
a mastery approach, the pass mark was likely to be set in advance of 80 
per cent to ensure that candidates had sufficient knowledge of the required 
subject matter to be able to handle numeracy in everyday life. Now, from a 
curriculum-based or psychometrics perspective the meaning of the resulting 
standards would be questionable. Current thinking was that the difficulty 
of examinations was often not as intended by the test-writer and therefore 
standard setting processes are needed to adjust for this between different 
sittings. Expectations around public examinations required the standards 
to be similar, ‘fair’, between sittings. Therefore, the outcomes-based 
perspective was far from compatible with either the curriculum-based or 
psychometrics perspectives. Wolf and Cumming (2000) described similar 
situations in England and Australia in the development of basic skills tests. 
Uncomfortable compromises need to be made to produce examinations 
that everyone can live with when working across paradigms. This situation 
persists for basic tests of literacy and numeracy in England some 20 years on. 

Comparisons across time and cultures can reveal paradigms. In 
England, a body of work has been published on the meaning of examination 
standards from an examining tradition (Baird and Gray, 2016; Baird 
et al., 2000; Baird, 2007; Cresswell, 1996; Christie and Forrest, 1981; 
Coe, 1999, 2007, 2010; Newton, 1997a, 1997b, 2003, 2005, 2010a). As 
discussed in Chapter 1, the examining tradition comes from an education 
discipline perspective and has tended to view standards as properties of 
the cohort of students taking the examinations rather than a matter solely 
regarding individual students. England has experienced two paradigm 
wars in examination standards. The first, in the early 1980s, related to 
the use of psychometrics (Panayides et al., 2010), specifically the Rasch 
model. Arguments against the use of psychometrics were statistical as 
well as educational. At that time, psychometric techniques only operated 
with multiple choice tests, and there were concerns that this would have a 
damaging effect upon education, with the curriculum being fragmented and 
students being taught to the test. Educationalists won the argument, but the 
curriculum-based paradigm faced a subsequent challenge. The outcomes-
based assessment paradigm swept the globe, through its notion of criterion-
referencing and competency assessment, during the 1980s and 1990s. A 
culmination of the war between the curriculum-based paradigm and the 
outcomes-based assessment paradigm was the internal organizational strife 
for public examination boards in England and Scotland in the early part of 
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this century when they were required to merge with a vocational awarding 
body. Evidence for the rejection of a pure form of outcomes-based standard 
setting techniques (criterion-referencing) featured in the literature at that 
time (e.g. Cresswell, 1987, 1994; Wolf, 1995). Outcomes-based approaches 
were adopted in Scotland, South Africa and New Zealand (see Chapter 15). 
Let us turn to the definitions of examination standards previously published 
and the progress that has been made in the literature, since there have been 
some key developments.

Comparability of examination standards
As discussed in Chapter 1, much of the pressure to define standards and 
to set them at a particular level comes from the need for comparability. 
In the psychometrics literature, this is termed invariance. Due to the 
uses of examination scores or grades for entry into higher education, by 
employers, for school funding and accountability and so on, comparability 
of outcomes between years, across subjects, between qualifications and 
so on, are variously required in different systems. The emphasis given to 
each form of comparability varies culturally, including over time. The term 
‘invariance’ refers to the notion that examination scores should mean the 
same, should not vary, over these conditions. 

In the psychometrics tradition, ensuring that the standards are the 
same between tests is termed ‘equating’. When equating is conducted, 
it is assumed that the underlying attributes (the construct) are the same 
in the two tests. Further, the difficulty levels of the two tests should be 
approximately the same to begin with, the same populations should have 
taken the tests and the reliability of the two tests should be the same. As 
described in Chapter 4, a range of techniques can be deployed for test 
equating. But there are broader requirements on comparability of national 
examination outcomes than equating can contend with. When students 
apply for a university place, they may come with different subject results. 
How should the university treat applicants with an economics grade rather 
than a geography grade? Holland (2007; Table 14.1) termed the techniques 
to deal with these broader issues scale aligning, indicating the type of 
linkage that had been developed for each situation of variation in constructs, 
difficulty, test-taking population or reliability of the tests. At the bottom of 
Holland’s table (Table 14.1) there is a ‘prediction’ category in which all of 
the assumptions are open. This is a continuum model of comparability in 
which not all forms are created equal; equating is the purest form with the 
highest level of assumptions met regarding the similarity of the two sets of 
test results being compared (Newton, 2010b). 
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Table 14.1: Holland’s (2007) equating quality continuum 

Quality 
of Link

Linking 
Category

Constructs Difficulty Population Reliability Type of Link 

Highest

Lowest

Equating same 
(intended)

same 
(intended)

same 
(intended)

same 
(intended)

equate

Scale 
aligning

similar similar similar concordancei

same 
(intended)

similar same 
(intended)

different calibrationii 

similar different different similar vertical 
scaling

different – common – battery 
scalingiii

different – different – anchor 
scalingiv

Predicting – – – – prediction 

i Concordance is most similar to equating but it is recognized that since the 
populations taking the tests are different in nature, the equating link is not as strong.
ii Calibration is the term used when the reliability of the tests being linked is known 
to differ. Vertical scaling is the term used when the difficulty of the tests differs as 
they are designed for different populations
iii Battery scaling is the term used when the constructs on tests differs. In battery 
scaling the same population has taken the tests but there are no assumptions 
regarding difficulty or reliability
iv Anchor scaling is the term used when the constructs are different and different 
populations take the tests. No assumptions are made regarding common levels of 
difficulty or reliability.

Many of the ways in which examination results are used around the world 
require invariance, or comparability in circumstances that do not meet 
the strictures of equating. Examination boards are grappling with the 
meaning of examination standards in conditions that look more like the 
bottom of Table 14.1. What good then is a deficit view of the real world 
problems that examination boards face? This approach is a technically 
purist, but ultimately partial worldview for setting standards in national 
examinations. One approach to this conundrum is to take the position 
that assessments should be created so that they meet the strictures of the 
psychometrics paradigm (Andrich, 2004). In other words, the instruments 
can be constructed to fit the model which has invariance built into it. Self-
evidently, though, the kinds of invariance that we seek go beyond comparing 
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the same or even similar constructs, so to take this position, the notion of 
what is tolerably similar has to be stretched. Alongside the psychometrics 
tradition, a separate literature developed in England over the past 20 years, 
which sought to grapple with meanings of examination standards. 

Levels of description
Before explaining the definitions that have been proposed in the literature, 
we first have to explain the current state of this field and to introduce a 
new way of organizing the proposed definitions. Examination boards 
looking to the research literature to find a ready definition of examination 
standards would find great difficulty. In signing up to a specific definition, 
such as criterion-referencing, it would appear that an examination board 
cannot predict or control the expected distribution of student results. 
Equally, norm-referencing has little to say about students’ performances. 
Since challenges to examination standards can come in a wide variety 
of guises, this is problematical. Examinations play a social function and 
examination boards answer to a wide range of stakeholders. As such, 
examination standards need to be understood within the societal context of 
their operation. Gone are the days when examinations were only about the 
students taking the tests. Therefore, to understand examination standards, 
we need an ecological model.

Ecological models provide a framework for understanding the 
various, interacting systems that determine individual lives. By including 
the various layers of human society, ecological models consider contextual 
or environmental factors in the analysis of individuals. At the same time, 
ecological models do not claim that the multiple levels or systems are static 
and unchanging. Rather, these models acknowledge that systems in turn 
interact and influence each other (Bronfenbrenner, 1974). 

One of the most widely applied models in the social sciences is 
Bronfenbrenner’s (1994) socio-ecological model of child development, 
based on ecological systems theory. In this model ‘the ecological 
environment is conceived as a set of nested structures, each inside the other 
like a set of Russian dolls’ (Bronfenbrenner, 1994: 39). At the centre of 
Bronfenbrenner’s model is the micro-system, which takes into account 
individual characteristics such as age, gender and language. The meso-
system is the immediate social and physical environment of the individual 
and includes for example family, friends and school. At the exo-system 
level are structures and institutions of society that govern the meso-system. 
This would include government agencies or the distribution of goods and 
services. The fourth level is the macro-system, which encompasses the 
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structures and ideologies of overarching institutions such as the economy 
or the educational system (based on Bronfenbrenner, 1976: 5–6). A fifth 
system called the chrono-system is the level of changes or continuities in 
individual and community life over time, such as resettlement or changes in 
socio-economic status. 

Various social sciences have developed and adapted ecological 
models for decades. Even before Bronfenbrenner applied his socio-
ecological model to childhood development (1974) and education (1976), 
it was used by social psychologist Kurt Lewin in the 1940s and 1950s. 
Ecological models have also been used by other psychologists (e.g. Barker, 
1968; Gibson, 1979), social psychologists (e.g. Pappaport, 1987) and their 
use is advocated in social work theory (e.g. Payne, 2014). Additionally, 
ecological models have found regular application in social and public 
policy research, particularly in areas of public health (e.g. McLeroy 
et al., 1988; Stokolos, 1996) and in education (e.g. Hodgson and Spours, 
2015). Building on earlier research that uses ecological models in language 
assessment (McNamara, 1997, 2007), Zumbo et al. (2015) developed a 
model of differential item functioning (DIF) based on an ecological model. 
They suggest that there are five levels that explain the difficulty of a test 
item: ‘(a) test format, item content, and psychometric dimensionality; 
(b) person characteristics and typical individual differences variables such 
as cognition; (c) teacher, classroom, and school context; (d) the family 
and ecology outside of the school; (e) characteristics of the community, 
neighbourhood, state, and nation’ (Zumbo et al., 2015: 140). With this 
model they move beyond traditional literature on DIF that focuses on the 
innermost level. They maintain the view ‘that neither the test taker nor the 
cognitive processes in item responding are isolated in a vacuum’ but that 
test-takers approach each item based on their ‘social and cultural present 
and history’ (ibid.: 140). 

At the centre of an ecological model on educational assessment 
is the examinee (Figure 14.1). Mostly when we think about educational 
assessment, discussions centre on this level. Issues related to student 
anxiety, performance and so on are at the examinee level. However, student 
experience is embedded within particular examination systems in different 
countries, each of which has its own way of operating. As discussed above, 
each high stakes, large-scale, school leaving examination system has to 
articulate with the education system in which it operates so that the grades 
are useful to stakeholders. Features of the education system, its structures 
and processes, will affect the suitability of different examination systems. 
Education systems themselves are defined by the wider social and cultural 
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contexts that they inhabit; thus oral traditions of education and assessment 
are more suitable in some societies than in others. Finally, societies change 
over time, so historical practices may well impact upon assessment systems, 
but we can also anticipate evolution, even if it is slow in many cases 
(see Chapter 15). In the next section, various definitions of examination 
standards are outlined, beginning with those classified at the level of the 
examinee. None of the definitions are classified at the education system 
level, but that is retained in the ecological model because it constrains the 
shape and function of examination systems. 

Proposed definitions may be complementary at different levels in an 
ecological model of examination standards. We are surely interested in what 
examination standards have to say about individual students, but also about 
the cohort as a whole and, more widely, how the standards articulate with 
the education system and the wider context of the examinations. However, 
definitions across levels may also be in tension or contradictory. Most 
previously proposed examination standards definitions can be classified as 
being within a particular level, but some of them speak to standards across 
levels. In the sections following, we discuss the definitions at each level, but 
first we outline issues in the state of the field generally.

Figure 14.1: Ecological model of examination standards definition
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As is common in many social science fields, rather unhelpfully, authors 
have used different terms for the same, or very similar, definitions of 
examination standards. The terms social comparability (Cresswell, 1996), 
conferred power (Baird et al., 2000) and conventional comparability (Coe, 
2010) and are closely linked for example (see Table 14.4). Alternatively, 
authors have used the same term – standards-referenced – to mean different 
things, as discussed below. 

Another problem is that sometimes the method of setting standards 
was confused with the definition of examination standards (Newton, 2010a). 
For example, statistical comparability (Coe, 2010) is a method rather than a 
definition per se. Newton’s (2010a) definitions were designed to supervene 
methods and to address the underlying meaning of the standard. For 
example, his phenomenal definition indicates features of the candidates’ 
attainments, but those features may be gleaned by a range of methods such 
as qualitative judgements of performances, statistical methods or otherwise. 
Conceptually, methods and definitions are distinct, but it is obvious that 
some methods align better with certain definitions. For example, it is a 
stretch to envisage a statistical approach to criterion-referenced assessments. 
Other definitions, such as the conferred power definition (Baird, 2007), 
could be enacted equally by subject matter experts or statisticians using 
qualitative or statistical methods because the definition simply relies upon 
particular individuals being deemed to have the power to call the shots. 
Lack of an agreed classification scheme for the meanings of examination 
standards is troublesome for the research field and practitioners alike and 
is indicative of a field that is struggling to codify its terms and has multiple 
paradigms at play.

Examinee definitions 
At the level of the individual examinee, three definitions for examination 
standards have been proposed (Table 14.2). Criterion-referencing has 
long been discussed as an assessment approach and has been proposed as 
a definition of standards (e.g. Wiliam, 1996). This approach became very 
attractive as a response to statistical methods used in isolation. People 
worried that even if the same proportion of examinees were being given 
the grades each year, their skills were deteriorating; they could not spell 
or were not as numerate. In the criterion-referenced approach, a written 
description of the skills, competencies and understanding in certain areas 
of knowledge is used as a basis for judgements on the grade-worthiness of 
a student’s performances. Used alone, criterion-referencing does not tackle 
the fact that examination questions vary in difficulty even when examiners 
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try to set equally difficult examinations. If invariance of demand of the 
examination is important, which it surely is in high stakes school leaving 
examinations, criterion-referencing is problematical because the standards 
vary between examinations (Cresswell, 1996). To tackle this issue, 
criterion-referencing was subsumed into a wider approach, first dubbed 
weak criterion-referencing (Baird et al., 2000) and later termed attainment-
referencing (Newton, 2011). 

Standards-referencing (Sadler, 1987) was distinguished from 
criterion-referencing in that criteria for several grades were elucidated 
rather than simply pass/fail, there was a recognition of tacit judgements, 
a series of judgements were required rather than judgements of one-off 
performances, and exemplar performances were utilized as part of the 
process of developing an understanding of the criteria. This examinee-level 
definition of standards, which is well articulated in the higher education 
assessment literature, was appropriated and its meaning extended in the 
psychometrics tradition as opposed to how Sadler (1987) used the term (see 
Table 14.5). 

Table 14.2: Examinee level definitions of examination standards

Term 
(paradigm)

Definition Similarly graded 
students share 
similar

Example 
source 
text

Similar to

Criterion-
referenced
(outcomes-
based)

Performance 
meets the pre-
determined 
criteria

Performances 
in relation to 
written criteria

Popham 
& Husek 
(1969)

Domain 
referenced 
(Christie & 
Forrest, 1981) 
Standards 
referenced 
(Sadler, 1987)
Performance 
comparability 
(Coe, 2010)

Standards-
referencing
(outcomes-
based)

Configuration 
(or pattern) of 
performances 
over a series of 
testing episodes 
and tasks

General 
performances 
in relation to a 
specified level of 
criteria 

Sadler 
(1987)

Limen 
referenced 
(Christie & 
Forrest, 1981)
Criterion-
referenced

Phenomenal
(n/a)

Features, 
properties or 
dispositions 
that comprise 
attainment

Similar learning 
outcomes

Newton 
(2010)

All examinee 
level definitions
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In both moves – from criterion- to attainment-referencing and standards-
referencing appropriation – there is a shift from an examinee-level definition 
of examination standards to systemic, integrated definitions. Further, there 
is an annexation of outcomes-based paradigm techniques within curriculum-
based and psychometrics paradigms. We return to this issue later.

Newton’s (2010a) phenomenal definition is an umbrella term for all 
definitions that make claims for examinee-level properties of attainment. 
The phenomenal (Table 14.2), causal and predictive (Table 14.4) definitions 
proposed by Newton (2010a) were designed to be independent of standard 
setting methods and therefore are not necessarily aligned with a specific 
paradigm. Criterion- and standards-referencing as defined in Table 14.2 are 
outcomes-based paradigm definitions.

Examination system definitions
Not all definitions of examination standards are at the level of the examinee 
(Table 14.3). A clear example is Cizek’s (1993) due process definition in 
which grading is not open to challenge so long as the agreed procedures 
have been followed. This is a legalistic definition, generated in a US litigious 
context, but it has utility in almost all assessment settings and is sometimes 
resorted to at times of challenge. However, as the due process definition 
does not in itself spell out what the content of the standards is, it is itself 
open to challenge in a wide range of ways: the outcomes, content standards 
and the processes themselves. With declining reverence for authority in 
many societies, it is less likely that a position which relies upon pointing 
to the procedures alone will be acceptable. As this definition is about 
procedures, it says little about standards at the examinee level. Instead, it 
specifies standards at a systems level. Also, it can be allied to any of the 
three paradigms, as due process could be generated from the outcomes-
based, curriculum-based or psychometrics paradigms.

In cohort-referencing, the same proportion of candidates is awarded 
the grades at each sitting, no matter their performances or the nature of 
the group sitting the examination. Historically, for A level examinations in 
the UK, there was a policy of awarding the top 10 per cent of candidates 
a grade A, the next 15 per cent a grade B and so on (Christie and Forrest, 
1981: 13; this was only ever a ‘rough indication’ and not a strict policy). 
The term ‘norm-referencing’ is often applied to this approach, but as 
Wiliam (1996) pointed out, norm-referencing involves using a random 
sample of test-takers to establish population norms and using those as 
standards for this year’s test-takers using the same test. Therefore, cohort-
referencing is a more accurate description of the method that is used for 
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school leaving examinations. Introduction of criterion-referencing and 
standards-referencing was largely in reaction to this approach due to its 
lack of consideration for candidates’ performances. After all, teaching, 
motivation and even school attendance could wither under this definition 
but the grading would remain the same. Cohort-referencing sits within 
the curriculum-based paradigm while norm-referencing is within a 
psychometrics paradigm. We have not found an example of norm-
referencing being used in public examination standard setting, but as we 
will see later, there are a number of examples of cohort-referencing.

Table 14.3: Examination system level definitions of examination 
standards

Term
(paradigm)

Definition Similarly 
graded 
students share 
similar

Example 
source text

Similar to

Due process
(n/a)

Grades are issued 
according to pre-
codified rules and 
procedures

Specified by 
the process

Cizek 
(1993)

–

Cohort 
referencing
(curriculum 
based)

Proportion 
of candidates 
awarded each 
grade remains the 
same

Standing 
(within 
population 
taking the 
examination)

Cohort 
referencing 
(Wiliam, 
1996)

Norm 
referencing 
(Christie & 
Forrest, 1981)
No-nonsense, 
equal 
attainment 
(Cresswell, 
1996)

Construct 
referenced
(psychometrics)

Same underlying 
ability (statistically, 
psychometrically), 
taking into account 
difficulty of the 
items

Levels of a 
latent trait

Wiliam 
(1996)

–

Construct-referencing is essential to the psychometrics paradigm. In 
this approach to standards, examinees are worthy of the same grade if 
they have the same level of the underlying trait that the examination 
is assessing, such as ability in music. Psychometric statistical models 
assume that a student’s ability is defined by their scores on the questions 
and, at the same time, that the difficulty of the questions is defined by 
students’ success rates. Therefore, a student’s latent ability level is defined 
in relation to others who took the questions. This makes a construct-
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referenced approach an examination system level definition because 
students’ abilities (the standards) are defined within a frame of reference 
that includes the characteristics of the test-takers and the items, as well 
as the interaction between them (Andrich, 2018). All statistical models 
make assumptions, and there have been debates about the extent to which 
these can be sustained or are helpful in setting examination standards (e.g. 
Goldstein, 1979; Goldstein and Wood, 1989).

Social and cultural context definitions
Yet other kinds of definitions go beyond the examination system, 
recognizing that there are features of groups of candidates that cause 
examination performances (Table 14.4). These definitions could have been 
classified at the education system level, as their proponents often point to 
educational causes of examination performances. In the catch-all definition, 
examinations are deemed to have comparable standards if they have the 
same distribution of grades having taken into account characteristics of the 
candidates taking the examinations. The causal definition is similar. Other 
definitions (e.g. examinees having attended similar schools) are essentially 
partial attempts to capture some of the causal variables in a pragmatic way. 
This immediately begs the question of which causes should be taken into 
account. Newton (2010b) argued that only direct causes should be taken 
into account, but in turn we can question what counts as a direct cause, 
since a wide variety of variables, such as emotional state, have been found 
empirically to affect examination outcomes (Baird, 2010). Therefore, these 
definitions are classified here at the social and cultural context level of the 
ecological model because the features that could be taken into account 
are open to dispute and may well take in socio-economic status or other 
factors that are not delimited by the education systems. Further, deciding 
which variables should be taken into account in these models is likely to be 
culture-sensitive. 

Some variables will be politically acceptable in some contexts and 
not in others. This is most easy to see in terms of historical practices, but we 
do not classify these definitions at that level of the ecological model because 
our focus is upon current definitions in use. To illustrate a problematical 
variable, though, let us take gender. Allocation to secondary school type 
(grammar or secondary modern) was determined by outcomes of the 11+ 
examinations in England in the 1970s. Routinely, the pass mark for boys 
was lower than that for girls because it was believed that although girls did 
better than boys on average in the examinations, their ultimate performances 
in the education system and the world of work would not reach that of their 
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male counterparts. Explanation for these effects was biological rather than 
social; it was thought that males were late developers and should not be 
constrained at age 11 by their performances on the examination. Taking 
a sociocultural lens to this yields a rather different interpretation of the 
examination results and the use of the gender variable to control them, and 
these practices were dropped. In the catch-all and causal models, so long as 
a variable can be shown to affect outcomes empirically, it is fair game for 
inclusion in the model. However, a more theoretically driven approach to 
model-building is called for because a wide range of variables are associated 
with examination performances that have questionable validity in these 
standards definitions (e.g. students’ mood, comfort of clothing). The causal 
approach is based upon the curriculum-based tradition.

Table 14.4: Social and cultural context definitions of examination 
standards

Term
(paradigm)

Definition Similarly graded 
students share 
similar

Example 
source 
text

Similar to

Causal
(curriculum 
based)

Groups of 
students with 
the same 
characteristics 
are awarded the 
same grades on 
average

distributions 
of ability and 
prior attainment, 
attended similar 
schools with 
identical entry 
policies, were 
taught by equally 
competent teachers 
and were equally 
motivated (as a 
group)

Cresswell 
(1996); 
catch-all

Causal 
(Newton, 2010)
Statistical 
comparability 
(Coe, 2010)
Same-
candidates, 
Value-added, 
Similar schools 
(Cresswell, 
1996)

Predictive
(n/a)

Potential that 
is implicit in 
attainment

likelihood of future 
success

Newton 
(2010)

–

Conferred 
power
(n/a)

Selected 
individuals are 
endowed with 
the responsibility 
for deciding the 
grade-worthiness 
of performances 
on the basis of 
their values

performances, 
as valued by 
empowered judges

Cresswell 
(1996); 
social

Social facts 
(Wiliam, 1996)
Sociological 
(Baird et al., 
2000)
Conventional 
comparability 
(Coe, 2010)

There are two further definitions proposed which are at the social and 
cultural context level of the ecological model that can be utilized by different 
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paradigms. The conferred power definition was discussed earlier. Newton’s 
predictive definition involves standards related to how students perform 
in the future, such as in educational outcomes or in salary terms. This 
definition goes beyond educational assessment paradigms and deals purely 
with the consequences of standards. Although this definition is raised in the 
assessment research literature and in challenges to examination standards, 
no application of this definition has been encountered in this project in 
which it is used in practice to set standards for school leaving examinations, 
though it is often referred to when critiquing standards. 

Systemic definitions of examination standards
Faced with all of these different definitions, what is an examination board 
to do? One way of thinking about what examination boards actually do 
in practice is to consider whether they are willing to disregard any of the 
definitions or juggle with multiple definitions. Going back to our ecological 
model (Figure 14.1), to what extent would an examination board be prepared 
to disregard challenges to the standards arising from different levels of the 
ecological model? For example, an examination board would surely feel 
obliged to have a response to challenges regarding the level of students’ 
knowledge and skills. Likewise, if the proportion of students gaining the 
grades changed dramatically between years, it is reasonable to propose that 
in most countries, an explanation would be expected from the examination 
board. Additionally, stakeholders are likely to see themselves as entitled to 
transparent procedures being followed openly, and therefore examination 
boards are likely to defend their standards against due process challenges. 
They might also feel entitled to ask whether the people setting the standards 
were the right ones (conferred power), whether the nature of the group of 
candidates taking the examination had properly been accounted for (causal) 
or if the standards tell us anything about whether the students could cope 
with higher education (predictive), for example. Therefore, examination 
boards have to field challenges based upon a range of definitions. There 
are instances where initial responses to challenges have been rather narrow, 
and these have resulted in the demise of the senior managers. For example, 
when New Zealand introduced a criterion-referenced examination in 2003 
with surprising results, the ensuing inquiry found that they had disregarded 
a causal definition of examination standards (see Chapter 15). Expectations 
for examination standards are very broad in stakeholders’ minds, and 
examination boards have to balance these sometimes competing definitions 
in practice. This is a technical and political task.
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Fortunately, two rather broad approaches have been proposed in the 
literature (Table 14.5). Both arise from the need to account for examinee 
performances and the difficulty of the examination. The attainment-
referenced approach is derived from the curriculum-based paradigm and the 
standards-referenced approach comes from the psychometrics paradigm. 
They are very similar, though the standards-referenced approach need not 
be curriculum-related. Conceptually, the standards-referenced definition 
does not need to be based upon psychometric methods but the term is used 
in the psychometrics literature. This use of the term ‘standards-referencing’ 
is very much at odds with the origins in Sadler (1987), as he makes no 
mention of statistical methods at all. Attainment-referencing and standards 
referencing are mixed methods definitions (see Chapter 4), taking into 
account qualitative judgements and statistical information. These systemic 
definitions are also multi-level in terms of the ecological model because they 
incorporate examinee, examination systems and social and cultural context 
level definitions.

Attainment-referencing involves qualitative judgements of students’ 
performances (examinee-level) and statistical information about the group 
of candidates taking the examination (examination system level; social 
and cultural context level). Standards-referencing involves qualitative 
depictions of students’ attainment that require a qualitative approach to 
be incorporated in the standard setting system (examinee level) alongside 
a constructs approach (examination system). Thus, attainment-referencing 
and standards-referencing are mixed methods approaches (see Chapter 4). 

Table 14.5: Systemic definitions of examination standards standards

Term
(paradigm)

Definition Similarly 
graded 
students share 
similar

Example 
source text

Similar to

Attainment-
referencing
(curriculum 
based)

Overall level 
of attainment 
in the 
curriculum 
being 
examined

Underlying 
attainment

Newton 
(2011)

Weak criterion-
referencing (Baird 
et al., 2000)
Standards-
referencing (Cizek 
et al., 2004)

Standards-
referencing
(psychometrics)

Defined 
categories of 
performance

Latent trait 
levels

Cizek et al. 
(2004)

Attainment-
referencing
Weak criterion-
referencing (Baird 
et al., 2000)
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The focus of this book is on national examination standards, but there 
are of course international assessments such as those operated by the 
Organisation for Economic Co-operation and Development (OECD) or the 
International Association for the Evaluation of Educational Achievement 
(IEA). These organizations operate international large-scale assessments 
such as the Programme for International Student Assessment (PISA) or 
the Progress in International Reading Literacy Study (PIRLS), respectively. 
Both organizations use psychometric, standards-referenced approaches 
to the definition of standards. However, they take different approaches 
when it comes to situating the standards in context. For PISA, OECD 
claims that the standards are curriculum-unrelated and therefore can be 
applied unproblematically across jurisdictions. In PIRLS, recognition of the 
curriculum and context of the standards in different jurisdictions plays a 
much larger part of the test development process and the content of the 
performance standards. In both cases, the ‘system’ is international rather 
than at national level and, in effect, different positions are taken on whether 
the social and cultural context needs to be integrated into the content 
standards for the test to justify the outcome standards.

Examination board definitions in practice
In the case study chapters in this book, the authors have outlined the 
approaches to setting standards. These are collated in Table 14.6 and we 
have included other jurisdictions involved in the project. Several countries 
adopt a criterion-referenced approach, either in the national examinations 
or in their teacher assessments used for school leaving results. Cohort-
referencing is also the preferred approach in a range of settings. Construct-
referencing is the underpinning rationale for standards in the US Advanced 
Placement examinations and also for tests in Queensland and Sweden, used 
alongside teacher assessments. From previous work we know that Scotland 
(Baird and Gray, 2016) has adopted attainment-referencing as a definition 
of examination standards, in addition to its use in England. In Hong Kong, 
a standards-referenced approach is used. Note that although countries 
might share the same definition of examination standards, the methods they 
utilize to set standards may be very different, as in the cases of England 
and Scotland (Baird and Gray, 2016). France is included in the table as an 
outcomes-based approach, although Gauthier (Chapter 7) stated that there 
is no standard setting process for the baccalauréat, that it is only marked. 
As the points used are meaningful in terms of passing the baccalauréat, 
it is a criterion-referenced definition, even if questions remain about the 
approach to deriving and agreeing the criteria.



Jo-Anne Baird

302

Table 14.6: Definitions of exam standards in different jurisdictions

Definition
(ecological model level)

Jurisdictions Paradigm best fit

Criterion-referenced
(examinee level definition)

France
Sweden (teacher assessments)
Queensland (teacher 
assessments)

Outcomes based

Cohort-referenced
(exam system level 
definition)

Chile
Georgia
South Korea
South Africa
Victoria

Curriculum based

Construct-referenced
(exam system level 
definition)

Queensland (tests)
US (Advanced Placement tests)
Sweden (national tests)

Psychometrics

Attainment-referenced
(systemic definition)

England
Ireland
Scotland

Curriculum based

Standards-referenced
(systemic definition)

Hong Kong Psychometrics

Conclusion
In this chapter we have investigated the different meanings previously 
published in the literature on examination standards. These have largely been 
derived from the US and English literature, though not always. Previously, 
there have been ill-fated attempts to categorize the different ways of defining 
examination standards, with each new article proposing a different system. 
Here, we rationalize the literature by showing that the definitions are 
associated with different levels of education and examining systems. Some 
define standards with regard to the characteristics of individuals, while 
others are at population level and so on. The relations between definitions 
of examination standards and the educational assessment paradigms 
introduced in Chapter 1 have also been outlined. 

An essential dilemma for standard setting, which runs through the 
literature on definitions and methods, is the extent to which standards are 
evidenced by qualitative information about students’ work or quantitative 
data. Put another way, are changes in examination standards best explained 
by students’ performances or the difficulty of the examination? Cohort-
referencing definitions do not have much to say about students’ performances. 
In reaction to this, there was a criterion-referencing movement. In turn, this 
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approach was found to lack evidence regarding examination difficulty. The 
systemic definitions (attainment-referencing and standards-referencing) were 
introduced to tackle the need for information on students’ performances and 
examination difficulty in standard setting. As outlined above, attainment-
referencing and standards-referencing are the same at one level. They differ 
in terms of the underpinning philosophies and standards setting methods 
associated with them. Attainment-referencing arose from the curriculum-
based examining tradition while standards-referencing arose from the 
psychometrics tradition. For the first time to our knowledge, the research 
on examination standards definitions reaches beyond a single country 
or a comparison of a small number of countries. Here, we showed that 
criterion-, cohort-, construct-, attainment- and standards-referencing were 
the definitional approaches used in the examination systems participating in 
our project. Exactly how these are enacted varied enormously, as depicted 
in the case study chapters. Although the research literature is dominated 
by psychometrics approaches, national examination standards across these 
countries derive from a range of perspectives in terms of their definitions of 
standards. The next chapter tackles the issues of context in much more detail.
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Chapter 15

Culture, context and 
controversy in setting 
national examination 
standards
Tina Isaacs and Kristine Gorgen

Introduction
In the last chapters we looked at what standard setting encompassed 
in different jurisdictions and settings in both their meaning and their 
practical manifestations. Three models, or paradigms, were promulgated – 
psychometric, outcomes-based and curriculum-based – as idealized types of 
standard setting systems in order to elucidate the major different approaches 
to setting and maintaining standards.

As part of the Standard Setting Project, we wanted to explore how 
standard setting processes fit and work in the wider political, social and 
cultural context. We asked contributors about controversies and changes 
that had taken place in their jurisdictions, since these can be very helpful 
for illuminating wider context. Our findings showed that radical changes 
to assessment systems are very difficult to put in place, and therefore rarely 
occur. This chapter explores this issue and presents a framework to explain 
why deep-seated change is so rare. While it concentrates on curriculum-
based exit examinations, it sometimes delves into wider curriculum and 
assessment issues. 

The chapter begins with a scene-setting analysis of how accepted 
standard setting practices become enshrined through culture and context, 
concentrating on theorists who have grappled with the relationships between 
education and culture. It puts forward some examples of the ways different 
countries use national assessments and examinations in practice, many of 
which are drawn from the Standard Setting Project. Accepted standard 
setting practices have been subject to challenge, and in the face of those 
challenges some have undergone, or are undergoing, operational change. 
The catalysts for those changes are investigated, employing a theoretical 
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framework that acknowledges the seminal work of Thomas Kuhn on 
paradigm change, while concluding that changes in standard setting are 
more often accommodations to existing models (or paradigms) rather than 
what Kuhn labelled paradigm shifts. 

Culture and context 
Standard setting systems are embedded in a country’s assessment system. 
They are affected by the wider assessment ethos and by cultural and 
contextual conditions within the country. Educational cultures differ 
across jurisdictions, permeating their assessment structures and processes 
in idiosyncratic ways. Different cultures and contexts give rise to a variety 
of accepted practices in national assessment and examination systems 
across the world and often act as impediments to change. Eminent Swedish 
educator Torsten Husen argued that ‘any educational system can only be 
fully understood in the context of the culture, traditions, history and general 
social structure of the nation it is designed to serve’ (Husen, 1967: 220). 
Much has been written about the global convergence of education policy 
(and assessment systems) and academics and interested parties, such as the 
OECD, have written extensively on the topic (see, for example, Meyer and 
Benavot, 2013; Morgan and Shahjahan, 2014). However, the discussion 
of standard setting systems remains a bastion of the local in our globalized 
assessment world. This chapter therefore offers a brief discussion of the 
ways in which culture and context shape assessment and standard setting 
systems before presenting a framework for standard setting system change. 

The feedback loop of culture, context and education
This section starts with a brief general exploration of education and culture, 
then moves on to investigate the particular role of assessment in shaping 
and being shaped by context and culture, using examples from the Standard 
Setting Project. 

Educational thinkers, including luminaries such as John Dewey and 
Jerome Bruner, have written about the relationship between education and 
culture. Dewey (1938) was concerned with educational culture, referring to 
established practices and patterns of organization and thought as inhibiting 
change and reform in schools. He argued that through the established 
educational culture a teacher ‘could content himself with thinking of the 
next examination period or the promotion to the next class’ (Dewey, 
1938: 39), instead of investing more innovatively in the mental growth of 
students. Looking at culture and education not on a school level but in 
a wider societal context, Bruner (1996) stipulated that education was at 
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the same time born out of a society’s culture and the instrument by which 
this culture is carried forth across generations. Bruner (1960) furthermore 
argued that well-designed examinations can be a helpful tool to improve 
curriculum and teaching, as well as assessing a student’s progress. 

One of the most prominent scholars on the relationship between 
culture and education (and assessment) was the sociologist and philosopher 
Pierre Bourdieu. Bourdieu (1990) saw education not just as an instrument 
to protect and maintain culture, but also to ensure the reproduction of 
social inequalities. Bourdieu argued that, since elites design and control the 
education system, it is the children of these elites who will be successful 
in it, which in turn legitimizes their elite status in the future. Bourdieu 
paid particular attention to the role of examinations in social and cultural 
reproduction. Bourdieu (1990) saw culture as one of the ‘factors that can 
explain the historical or national variations in the functional weight of 
the examination within the education system’ (Bourdieu, 1990: 144). If 
education is at the same time born out of culture and an instrument to 
safeguard it for the future, national examinations are a means to standardize 
and monitor the interplay of education and culture. 

Baird and Gray (2016) found that cultural context and its effect 
on attitudes to examination results was key in determining what would 
be accepted and what was controversial in a standard setting system. 
Even between Scotland and England, two parts of the devolved education 
system of the United Kingdom, they found striking differences. The cultural 
position of the examination system in Scotland was found to have inclusion 
at its heart, while that in England was found to be more elitist, emphasizing 
the selective function of examinations. These differences in cultural context 
affected what was considered important in both England and Scotland and 
thus influenced standard setting concepts and methods. 

Many of the Standard Setting Project’s jurisdictions use curriculum-
related examinations to select learners for higher education, work and 
other study options. Such examinations are employed for school leaving 
certification, or university entrance, or both. They are also used for school 
accountability, to measure system performance, or to allocate resources, 
reflecting the perceived needs of governments, higher education, employers 
and society at large. 

These uses are not uncontested, as explored below. Culture and context 
can influence the way people in different jurisdictions understand and place 
value on examinations. They might ask whether or not examinations are 
testing what ought to be tested and may come up with myriad answers to 
questions such as: can tests be fair and equitable to all test-takers regardless 
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of ethnicity or social and economic status? Do tests adequately measure 
what students should know, be able to do and be like in the twenty-first 
century? Are examinations capable of allowing judgements to be made 
about students’ performance over time or about their communication and 
problem-solving skills? Do timed tests allow students to demonstrate the 
processes by which they have developed their thinking, arrived at their 
answers and planned their work? Can, and should, examinations assess 
an entire curriculum? How these questions should and would be answered 
depends on what a society wants from its assessment system and what the 
balance should be between judgements based on examination outcomes and 
teacher judgement. 

Non-examined, school-based assessment, on the other hand, 
ostensibly allows teachers to assess the implemented curriculum and provides 
a more nuanced look into students’ skills, knowledge and understanding, 
using a variety of assessment instruments such as rich tasks, projects and 
portfolios. Queensland and Sweden (see Chapters 10 and 12), for example, 
both place a high value on teacher judgement and on continuous assessment. 
However, assessment experts have warned that reliable and valid school-
based assessments are difficult to design and can fall foul of both construct 
irrelevance and under-representation – that is, assessing things that are not 
part of the curriculum or neglecting to cover the whole curriculum (Black et 
al., 2011; Gardner et al., 2010; Harlen, 2005; Klenowski, 2009; McCann 
and Stanley, 2010; Stanley et al., 2009). It is also difficult to reliably 
ascertain differences in performance across individuals who do the marking 
and grading – that is, inter-rater reliability. This is especially true in the 
US, where most states rely on teacher judgement in the overall grading of 
students. In-school and between-school moderation has been proposed as 
the best way of increasing reliability.

Having briefly looked at culture and context in general, we turn our 
attention to how and why controversies in examination and standard setting 
can lead to assessment system change, either fundamentally or, more often, 
around the edges. Although much of the Standard Setting Project focused on 
the more technical aspects of setting and maintaining standards, especially 
the assessment and standard setting processes, in order to help understand 
the culture and context of particular standard setting policies, each in-
country expert in our 12 case study jurisdictions was also asked to elucidate 
some of the political and public controversies and debates concerning their 
system’s school leaving and university entrance examinations. They were 
asked to analyse, in the context of the most recent assessment reforms: what 
the main political and public controversies and debates about examinations 
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standards were; what research evidence existed relating to these debates 
and controversies; and what the controversies tell us about the political and 
public views of examination standards. Through the elucidation of political 
and policy debate, we were struck by how rare deep-seated, fundamental 
reform to standard setting practice is, and started to think about why. The 
next sections explore this and offer a framework to explain change (or lack 
of it) in assessment practice. 

Controversy and contention in examination standards 
Structuring changes to standards
In Chapter 1, we presented the notion of idealized type paradigms in 
educational assessment – psychometric, outcomes-based and curriculum-
based. In exploring why certain jurisdictions attempt to change their 
assessment system, sometimes contemplating a shift from one educational 
paradigm either partially or wholly to another – and why so few succeed 
in doing so in a fundamental and deep manner – both Thomas Kuhn’s and 
Michael Fullan’s ideas are helpful in explaining the issues. 

As explained in Chapter 1, Kuhn (1962) defined a paradigm as 
something that offered a ‘universally recognised scientific achievement that, 
for a time, provides model problems and solutions for a community of 
researchers’ (Kuhn, 1962: 10). Paradigms are guides to what phenomena 
or attributes should be observed and studied, what kinds of questions 
researchers might ask, how those questions should be structured and how 
investigation results should be interpreted. Mirroring what Kuhn described 
as a pre-paradigmatic state, in educational assessment there are coexisting, 
not always compatible and sometimes competing theoretical models in 
the applied fields of psychometric, outcomes-based and curriculum-based 
assessment across jurisdictions and countries. Chapter 1 also observed that 
in the social sciences sphere, social and political forces play a much stronger 
role than in Kuhn’s physical sciences arena. Worldviews are much more 
contested in the social sciences due to their social and political contexts. 
While recognizing that in practice there are almost no pure examples of the 
three models in high stakes, end of school examinations, distinctions were 
drawn between them to show their distinctive traditions and assumptions. 

One of Kuhn’s most lasting contributions was his analysis of how 
accepted scientific paradigms might be superseded by other paradigms – 
what he termed paradigm shifts. For Kuhn (1962), paradigm shifts start 
when anomalies arise that cannot be easily resolved within the existing, 
accepted, scientific paradigm. These anomalies lead to a re-evaluation of 
existing data and theories. When there are enough anomalies, and there is 
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an alternative explanation that proves more compelling to enough people, 
paradigm shifts occur. 

As outlined above, just like scientific communities, cultural 
communities might have accepted practices and distinctive traditions in their 
education and assessment systems. If there is reason for enough people to 
doubt the proper functioning of a system, this might lead to a re-evaluation 
of the accepted practices. At the same time, the culture and context that 
frame accepted practices in examination systems might change, leading to a 
tension between the established practice and the newly held beliefs, values 
and social needs. Kuhn’s ideas about scientific paradigm shift are helpful in 
investigating the very different world of assessment paradigms, as they help 
to explain why major reforms in assessment systems are rare. 

Although the applicability of Kuhn’s work to the social sciences 
has been questioned and Kuhn himself was cautious about extending his 
ideas beyond the history of natural science (1962), we found his ideas a 
useful launching point when trying to understand the impetus for change 
in the context of standard setting. Using Kuhn’s ideas more generally, we 
developed a framework for understanding impulses behind the desire for 
paradigm change, starting with three required preconditions: 

●● condition 1: there must be dissatisfaction with the current, 
accepted paradigm

●● condition 2: there must be an alternative, agreed upon, paradigm that 
is a better fit

●● condition 3: advocates of the new paradigm must outnumber or 
outweigh those supporting the old paradigm.

Only once all three of these conditions are met can paradigm shift occur, 
but as we will see, accommodation within the accepted paradigm is more 
likely than the adoption of a different one. 

What might these conditions look like in standard setting? Taking 
condition 1 first, it is clear that ‘anomalies’ in the sense suggested by Kuhn 
are not wholly applicable in the context of educational assessment. The 
three idealized types as outlined in Chapter 1 can exist simultaneously, 
and many assessment systems are comprised of elements of one or more 
of the models – even if one of the models predominates. This, of course, 
does not mean that standard setting systems remain static, and we suggest 
that dissatisfaction with the accepted assessment model is exacerbated by 
controversy that is either substantial or prolonged. We have identified four 
elements that can lead to such controversy and analyse them more fully 
later in the chapter:
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●● examining crises, that is, dissatisfaction can arise as a result of 
problems with the examining process itself: question paper errors, 
widespread issues with results, failure to despatch results on time and 
so on. Examining crises can either be the result of genuine failings and 
errors or of the perception that a failing or error has been made

●● media reporting, that is, when issues having to do with standard setting 
break loose from the closed domain of ministries, regulators and 
examination boards and are brought to light by the social, print and 
broadcast media, often blowing them out of proportion or simplifying 
them in ways that make the problems seem far greater than they are

●● political involvement, often in tandem with media reporting: this is 
when politicians use standard setting and assessment issues as ways 
of promulgating political agendas, mainly around the meaning of 
standards

●● sociocultural drift. Societal and cultural views change over time calling 
into question the accepted standard setting practices of a jurisdiction. 
Dissatisfaction may arise when sociocultural values and goals change 
to the point that the current system is no longer aligned with the values 
and goals of individuals within the system.

In practice, it seems likely that all four elements, which are often inextricably 
linked, would be required to generate sufficient discontent for fundamental 
change to occur. Sociocultural drift – or more specifically, misalignment 
with cultural values – may determine which examining crises gain enough 
attention to inspire widespread dissatisfaction. For example, as Baird 
and Gray (2016) noted, significantly increasing pass rates was far more 
controversial in England than in Scotland as a result of different sociocultural 
values and expectations. While the media and politicians can, to some 
extent, manufacture controversies (see Baird et al., 2011, 2016; Murphy, 
2013), unless the controversy ‘rings true’ to system users, it is unlikely to 
generate enough unhappiness for a deeply rooted rethink. Similarly, some 
basis in fact – such as a genuine (or widely perceived as genuine) examining 
crisis – is needed for the controversy to be compelling. 

However, while changes to scientific paradigms need only convince 
scientists in the relevant field in order to be effected, educational systems exist 
in a more complex ecosystem (Sirotnik, 1998, 2005), and must convince a 
far wider range of stakeholders. The involvement of the media is essential 
in doing this. Finally, in most countries, significant changes to education or 
assessment cannot take place without the sanction of politicians, who may 
also play a role in generating or inflaming dissatisfaction. 
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Condition 2, the existence of an agreed alternative paradigm, is 
necessary for paradigm shift as it directs widespread dissatisfaction towards 
a seemingly better option. In scientific scenarios, this means it must provide 
a better explanation for the existing body of knowledge. In standard setting, 
a paradigm can be viewed as ‘a better fit’ if it addresses the dissatisfactions 
with the current system. We found this condition to be the most challenging 
of our framework (see below). 

Finally, condition 3 requires that advocates or practitioners of 
the new paradigm prevail over those of the old paradigm. Achieving this 
condition in a standard setting context is closely linked to the mechanisms 
for reaching sufficient dissatisfaction outlined for condition 1. However, 
unless those who hold the genuine power in the education and assessment 
system convert to the new paradigm and adjust their behaviour accordingly, 
any changes will be at surface-level only: a phenomenon reported by Ball 
et al. (2012) in their work on policy enactment. Accommodation within 
the current paradigm or a retreat to former standard setting methods 
often results.

This interpretation of Kuhn’s work fits neatly with the arguments 
of Michael Fullan (2005, 2006, 2016), whose work is more focused on 
the successful implementation of educational change than on assessment 
systems, per se. Fullan (2016) stresses that effective change means shaping 
and reshaping good ideas, building capacity and ownership in stakeholders. 
He suggests (2014) that individuals are the core unit of change: if they lack 
alignment with the goals and values of the proposed change (condition 
3), or if they lack the skills to implement the change (condition 2), then 
change will not be implemented successfully, or sometimes at all. The 
wrong drivers – external accountability and fragmented strategies – also 
undermine change. Change is successful when it comes about through the 
aggregate efforts of large numbers of individuals working towards the same 
goal (condition 1), in a way that engages all those whose ‘buy-in’ is required 
(condition 3). A critical mass of people who are skilled in and committed 
to the change must be generated and the system has to continually support 
all those working within it. ‘Higher, clearer standards, combined with 
correlated assessments, are essential along the way, but they will not 
drive the system forward’ (Fullan, 2016: 43). And even when changes are 
introduced and implemented, they are often discarded or abandoned – ‘we 
might assume that specific educational changes are introduced because they 
are desirable according to certain educational values and meet a given need 
better than existing practices do ... however, this is not the way it always 
or even usually happens’ (ibid.: 59). He notes that innovators sometimes do 
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not take enough account of the larger cultural picture or how people will 
react to their proffered reforms, and argues that successful change requires 
recognizing and working through conflict and disagreement, and having 
enough time to get rid of barriers. In sum, there is clear overlap with our 
interpretation of Kuhn’s preconditions for paradigm change: there must be 
sufficient dissatisfaction with the current paradigm that a large number of 
individuals feel inspired to change (conditions 1 and 3), and there must be 
a workable alternative (condition 2). 

We must be mindful, though, that in education systems, radical shifts 
– or attempts at them – do not always work out as intended. ‘Change often 
has unexpected consequences, not least in education policy. The nature 
of policy implementation means that intentions do not always translate 
into the expected outcomes. Policymakers cannot always pre-guess the 
cultural influences of policy once they have passed through the boundaried 
institutions of school, college or universities’ (McCaig, 2003: 487). And, as 
Baird and Opposs stress in Chapter 1, in practice, even borrowing methods 
and ideas across standard setting paradigms can cause significant strains 
because of the very different beliefs that underpin each model. 

Employing the change framework
We posited above that there are four major catalysts that might trigger 
attempts to shift standard setting paradigms, either partially or fully: 
examining crises; media attention; political involvement; and sociocultural 
drift. We explore each in turn below – although they do, of course, 
overlap – largely using evidence from the Standard Setting Project. They 
provide empirical evidence of the circumstances that trigger condition 1 
of our framework and to a lesser extent condition 3. These should provide 
impetus for fundamental systemic change, except that condition 2 is rarely 
present – there is little consensus among stakeholders (politicians, education 
professionals, students, parents, the general public) that a different 
assessment paradigm will solve their problems or even what that paradigm 
should be. To elucidate further, we now turn to our four catalysts.

Examining crises

Kathleen Rhoades and George Madaus (2003) point to what they call 
the ‘wilful ignorance’ (9) to which many involved in high stakes testing 
adhere. They blame this phenomenon for a misguided belief that testing is 
a precise science. Rhoades and Madaus catalogue a litany of human errors 
in examining – as opposed to measurement error, which is unavoidable – 
mostly across the US, but also elsewhere in the world that have undermined 
earlier faith in the examining system, providing good examples of condition 1 
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of our framework. They contrast ‘active’ human error – one-off mistakes 
by individuals – with ‘latent’ human error, which is caused by ‘misguided 
executive decisions’ by examination boards and policymakers that have 
the capacity to cause multiple and serious active errors (ibid.: 6). It is these 
latent errors that sometimes act as change catalysts but that much of the 
time create short-lived public ire and then are swept under the carpet. 
Latent errors include educational assessment legislation that flies in the face 
of expert advice, policymakers’ insistence on examination boards working 
to impossible timescales, the belief that examination outcomes should 
improve (or conversely stay the same or decline) over time, and the misuse of 
examination results as the sole arbiters of student achievement.

One of the major examples of latent error that Rhoades and Madaus 
(2003) highlight is that of the Scottish examinations in 2000, in which over 
5,000 potentially university bound students ostensibly received incomplete or 
inaccurate results. Media and political debate ensued. Appeals skyrocketed. 
Rhoades and Madaus attribute the problems to lack of resources – both 
fiscal and human – poor planning and a very tight timeline. Baird and Lee-
Kelley (2009: 58), after studying a major review of the events, attribute the 
difficulties to a lack of planning and monitoring, leadership and delegation 
problems, low level of management skills and politically driven changes 
without scoping of projects.

England’s Curriculum 2000 A level ‘crisis’ mirrored the Scottish one. 
New qualifications were put in place for teaching in 2000, and there was 
widespread concern about the reliability of the grades in 2002. This provoked 
a review of A level grading that pointed out that changes to standard 
setting and grading procedures had been rushed, comparability with the 
older version of A levels had been compromised, and communications with 
teachers and students had been poor (Tomlinson, 2002). There was policy 
pressure not to have the 2002 results too dramatically out of line with the 
2001 results. In the ensuing action, more than 90,000 examinations were 
re-marked, and although most did not result in overall A level qualification 
grade changes, over 100 students initially missed out on their university 
places (Tomlinson, 2002). Taylor and Opposs explore more recent 
controversies in English examinations in Chapter 6.

David Lines (2000) explained the problem in a way related to 
Rhoades and Madaus’s (2003) wilful ignorance, stating that the English 
examinations system was: 

built on the erroneous assumption that external examinations 
are accurate, fair and efficient, while assessment by teachers is 
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not. This notion has been brought about by the determination 
of successive governments to centralize and control all aspects of 
education ... we have an examinations industry ... shorn of old 
standards and values, but required to serve increasing numbers 
of demanding customers. It is hardly surprising that accidents 
happen (Lines, 2000: 1).

However, the Curriculum 2000 crisis in England resulted in changes that 
were more aligned to accommodation than paradigm shift. Lines’s call for 
a system based on teacher assessment (a shift from the curriculum to the 
outcomes-based paradigm) was for the most part ignored. 

In Ireland, where grade boundaries are fixed and raw scores not 
standardized, leading to the standard setting process being contained 
within marking, concern has been expressed that the rise in the proportion 
of students receiving high grades has not been matched by learning 
improvements. Chief examiners are also concerned that using mark 
schemes to regulate standards and keep the grade distribution stable over 
time undermines potential innovation and the examination of higher order 
thinking skills as well as promoting ‘gaming the system’ (see Chapter 9). It 
is too early to know whether these concerns will lead to substantive changes 
to the standard setting system or changes from one assessment paradigm 
to another; dissatisfaction could lead to a shift in the system or simply to 
accommodation.

McCaig (2003) reminds us that assessment crises ‘tend to be time-
limited as the results-reporting stage fades in the memory and there is plenty 
of time for any necessary reforms to be carried out before “next summer”’ 
(McCaig, 2003: 472) (or at the end of the next examination cycle) and that 
‘exam crises by their very nature are seasonal in that they can be expected 
to have a limited life in terms of public opinion and media interest’ (ibid.: 
473). However, when crises are substantial or deep, as in the Scottish and 
English crises of 2000, their memory fades considerably more slowly, while 
at the same time, those responsible have a hard time – either through lack of 
resources or lack of political will – to carry out ‘necessary reforms’. In such 
a case condition 1 may be fulfilled, but conditions 2 and 3 are negligible or 
even absent.

Media attention

Tumultuous media attention compounds examining crises, and can act 
as a change catalyst, with front-page stories seemingly going on for days, 
especially during slow news seasons such as the summer. This press barrage 
serves to help undermine the trust that teachers, students and parents 
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might have in the examination system, despite any public reassurance from 
governments, regulators and examination boards that the problems may in 
fact have been overplayed and, in any case, will be shortly remedied. 

Since standard setting and maintenance are very complex and 
technical, and not well understood publicly, any media insinuation that 
something is amiss can cause deterioration in confidence, especially in an era 
when the media are increasingly paying more attention to the technicalities 
(Billington, 2006). Negative media coverage can cause the public to 
doubt the validity and fairness of examination standards. Newton (2005), 
believing that the media are the largest impediment to public understanding 
of examinations, advocates for more information and transparency from 
examinations developers.

Sometimes transparency can have a different effect from what was 
intended. Since the advent of the national curriculum in Australia, more 
and more information has been put in the public domain. In Queensland 
the media uses official – and unofficial – data on student attainment to 
produce performance tables that compare achievement between schools, 
which according to Campbell (Chapter 10) has redirected schools’ efforts 
toward improving that which is reportable. They believe that this may have 
resulted in more student preparation for Queensland’s Core Skills Test at 
the expense of more subject-based teaching and assessment. 

Political involvement

With the advent of international testing such as Progress in International 
Reading Literacy (PIRLS), Trends in International Mathematics and Science 
Study (TIMSS) and Programme for International Student Assessment (PISA) 
and their concomitant rank-order tables and heightened media attention, 
and seemingly sharing a belief that an educated populace brings economic 
prosperity and a larger slice of a finite global pie, governments seek to 
measure and improve their education systems’ quality and results (there 
is a huge literature on the impact of international testing, to which this 
chapter cannot do justice). Education policy objectives include both direct 
and indirect intervention into standard setting and maintaining. Many 
policymakers believe that examinations can be progressive, equitable, 
rational and reasonable and are a valuable tool for education reform (Scott, 
2011). Politicians, often needing to show positive educational outcomes 
between elections, cannot give adequate time for reforms to bed in. They 
might believe that the examinations are the easiest part of the system to 
change and use examination reform as a level to effect other changes that they 
find more intractable. Governments develop feedback and accountability 
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systems accordingly, which results in examinations becoming both a 
policy instrument and a tool to ascertain policy effectiveness (Herman 
and Baker, 2009). There is also the issue of wilful government and media 
misrepresentation of examinations outcomes to support existing policies or 
to make a case for policy alteration (Billington, 2006; Mansell, 2013). 

Government influence on the characteristics of examinations is not 
uncommon. In Sweden, when government is led by conservatives, there 
is more of an appetite for national tests, school monitoring and earlier 
grading of students (Chapter 12). Balancing a system that relies on teacher 
judgement with the desire to maintain comparable standards is proving 
tricky. In Chapter 12 Wikström and Pantzare point to political and public 
considerations on how to maintain the teacher assessment model while 
alleviating the reliability and comparability issues associated with it. They 
argue that the current grading standards system cannot both provide 
apposite information on what students know and are able to do upon 
leaving secondary education and impart technically robust information on 
school performance over time and act as a university selection tool. While 
there have been calls for the increased use of national tests, their reliability, 
too, has been questioned. Gustafsson et al. (2014) have called for the 
creation of new tests. 

In Sweden the debate is not so much about how standards are set as 
about who will be setting them. At the moment the system is based primarily 
on teacher input (outcomes-based paradigm) – it is teachers who have 
responsibility for assessing students based on internal (classroom-based) 
evidence. Social resistance to high stakes standardized testing is formidable, 
seeming to overcome reservations about unreliable teacher grading, 
although unreliability issues, as well as concerns about grade inflation, 
have resurfaced lately (Chapter 12). Erikson (2017) writes about a recent 
National Agency for Education inquiry into the national assessment system, 
the results of which were published in the spring of 2016. It concluded 
that national tests should be mandatory, complemented by national support 
materials as well as a national evaluation system. It also proposed a clearer 
and more robust relationship between national test outcomes and grades.

Changes to the party in power can sometimes forestall what seems to 
be a fundamental change to the standards system. In the US two consortia 
were commissioned to develop assessments to test the Common Core State 
Standards, which had been generally accepted by the states when they were 
introduced in 2010. However, both the Common Core and its assessments 
have much fallen out of favour in the current political climate in the US, and 
more and more states are abandoning this shared curriculum. As Morgan 
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asserts (in Chapter 13) the Advanced Placement programme contains almost 
the only US national curricula and assessments. 

Sociocultural drift

As outlined above, changes in culture and context can serve as a catalyst 
for change. What follows concentrates on sociocultural factors that directly 
affect standard setting in exit examinations and therefore university 
entrance. If, for example, an increasing number of students want to enter 
university after secondary education, this might require the examination 
system to change in a way that ensures that university entrance decisions 
can be made. It could also be the case that in pursuit of social justice a 
country changes its legislation for compulsory education, encouraging 
girls to complete secondary education or racially integrating schools. This 
sort of shift in the country’s education system might require assessment 
system reform. Earlier in the chapter we alluded to perceptions of standards 
being lowered and examinations dumbed down; the debate that follows is 
whether standards should change in the face of fairness and social justice, 
drawing on examples from Chile, Georgia and South Africa.

Both Chile (Chapter 5) and South Africa (Chapter 11) underwent 
massive cultural changes after emerging from dictatorial and apartheid 
regimes; their examination systems attempt to reflect issues of social justice 
and the end of socio-economic and racial or ethnic segregation. One of the 
arguments made in favour of the Chilean university entrance tests (the PSU) 
was that because they were curriculum-based they would promote equity – 
a promise the examinations have not seemed able to keep (see Chapter 5). 
Georgia (Chapter 8) brought in centrally administered unified standardized 
university entrance examinations to provide students with access to higher 
education that is free from the corruption endemic in the past. Georgia gives 
very little money to the university sector, which means that 90 per cent of 
university revenues come from student fees. This has interestingly brought 
about what Andguladze and Mindadze in Chapter 8 state is an assessment 
system without standards – if the government had introduced stringent 
standards for university entrance at least 30 per cent of current students 
would not have got places, which could potentially mean the closing down 
of some less competitive colleges and programmes.

Georgia’s open-ended university admissions system has meant that 
the standards of the Unified National Examinations take on a different 
connotation from those systems where university selection is highly 
competitive. Andguladze and Mindadze argue that the key to understanding 
the relationship between examination standards and university entrance in 
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Georgia is that one has to take into account the country’s current policy 
goals. Since 2005, admission to higher education has been organized centrally 
based on three compulsory examinations and one elective examination. The 
result of these examinations is the only criterion for admission to all private 
and public higher education institutions in Georgia and for student funding 
decisions. Chankseliani (2013) argue that the new admission system might 
have contributed to limiting corruption. However, since no other information 
about the applicant – such as family background, gender, or minority status 
– is taken into account, the centralized admission system disadvantages rural 
and less privileged students and has thus replaced corruption with systemic 
reproduction of inequalities. Georgia’s university-bound population 
suffers from an overall lack of readiness for the complexity of university 
programmes, and universities must develop strategies for integrating these 
students. Andguladze and Mindadze point to OECD findings that over half 
of Georgian 15-year-olds get PISA scores below level 2 – a low level for 
functional literacy in reading, mathematics and science. Given these deeply 
rooted challenges, they argue that it is surprising that more attention is not 
paid to standard setting and the role of curriculum-based assessments to 
help pinpoint where reforms could be made.

Increasing the number of disadvantaged students who can access 
higher education is a goal of the Chilean government; In Chapter 5 Osses 
and Varas argue that the current reliance on the outcomes of the PSU 
might be impeding that. Academically selective universities make use of 
the PSU in setting minimum admissions requirements, but less selective 
tertiary programmes have opened to freer access arrangements over the last 
few years through government-initiated programmes. University funding 
for disadvantaged students is supposed to be tied to the use of fair and 
transparent selection procedures, and Osses and Varas contend that this 
warrants an expansion of the current university entrance testing regime. 
In this context, Chile had hoped that the introduction of a new form of 
curriculum-based university entrance examination, the PSU, would increase 
fairness to those from lower socio-economic groups. It is questionable, 
however, whether or not the gap narrowed. While the university council 
of rectors (CRUCH) claims that the PSU modestly decreased the gaps 
between socio-economic groups, Osses and Varas argue that because the 
examinations only assess the general curriculum, those on vocational 
tracks, who are generally socio-economically deprived, are disadvantaged. 
They advocate a new set of instruments that can assess students from a wide 
range of backgrounds and that also incorporate the needs of those who are 
on vocationally oriented upper secondary programmes. 
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It is almost 25 years since the end of apartheid in South Africa, and 
successive governments have struggled with how successfully to balance 
secondary school standards with widening participation. Sayed and Ahmed 
(2011) point to the many challenges South Africa faces in its attempt to 
combine equity and quality in education. These challenges, the result of 
decades of oppression, are local as well as global; they are to be found 
in other developing countries in the context of globalization. Kanjee and 
Sayed (2013) point out that the assessment practices in South Africa since 
the end of apartheid in 1994 have focused on empowering the previously 
disadvantaged black population through the introduction of an outcomes-
based model. However, they also refer to policy imperatives that have 
favoured the retention of traditional, measurement-based forms of teaching 
and assessment (see Chapter 11 and below). 

Meeting the conditions for paradigm shift
The examples above illustrate an abundance of challenges to accepted 
practice and often frustration about how to deal with it. Therefore 
condition 1, dissatisfaction, of our framework is fairly easily met. Not 
so condition 2, an alternative, or condition 3, support for change. While 
different idealized-type models for standard setting exist, as evidenced by 
the psychometric, outcomes-based and curriculum-based archetypes, and 
could be characterized as being fundamentally different from each other, 
stakeholder consensus that there is a better fitting model to the ‘accepted’ 
one is often lacking. Advocates for change must not only outweigh those 
who support the current practices, but must also prevail in an often 
politically charged atmosphere, which by its very nature can be slow to 
change. Standard setting is an activity that takes place within national 
education policymaking contexts, which naturally sets it somewhat apart 
from Kuhn’s scientific activity. Transforming standard setting processes 
is not directly akin to a scientific community coming to recognize that its 
own assumptions are breaking down. Instead it is about pressures and 
controversies developing somewhere in a disparate set of political, technical 
and social interests, which often leads to expedient decisions being taken 
by policymakers or the education public servants who work for them. 
Scientific ‘revolutions’ suggest a rationality and use of evidence that may be 
less manifest in debates about examinations. Agency is a key consideration 
here: often the power resides in people and institutions that are less ‘expert’ 
and more political than the scientific communities that Kuhn describes.

In addition, as we have seen, psychometric, outcomes-based and 
curriculum-based archetypes exist simultaneously, sometimes within the 
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same standard setting system, as in Sweden and Queensland. In the face 
of large-scale dissatisfaction and even crisis it is rare to find a system that 
shifts from one standard setting model to another. Probably New Zealand 
went the furthest in shifting from one type to another – from a system based 
on norm-referenced examinations to one based on outcomes, starting in 
the 1980s. 

New Zealand shifted to a modular, outcomes-based system in its 
senior secondary schools due to mounting dissatisfaction among teacher 
groups, employers and politicians, who were concerned that the examination 
system was outdated and could not fulfil society’s needs during a time of 
rapid economic change (Lee et al., 2013). This development was part of the 
introduction of a national qualifications framework in 1991 that included 
both vocational and academic qualifications. The University Entrance 
Examination was replaced first by the internally assessed School Certificate 
and then the National Certificate of Educational Achievement (NCEA) 
between 2002 and 2004. New Zealand adopted this most far-reaching 
outcomes-based approach in order to become more globally competitive, 
accountable and rigorous, while at the same time bridging the academic-
vocational divide. Lee et al. (2013) ascribe the relative ease by which the 
system’s change took place to government officials ‘committed to radical 
changes in senior secondary school curriculum and assessment’ (Lee et al., 
2013: 38).

Secondary school qualifications were developed that contained unit 
and achievement standards derived from New Zealand’s national curriculum 
and include learning outcomes and assessment criteria (standards). They are 
available at three levels, each of which is primarily aimed at students in 
Year 11 (level 1), Year 12 (level 2) or Year 13 (level 3). Assessment is both 
teacher- and externally based. The system has been criticized for intensifying 
assessment, fragmenting teaching and learning, increasing teacher workload 
and ‘a potential dumbing-down of the curriculum associated with the aim 
of keeping more students at school’ (Philips, 2006: 4). The NCEA was not 
piloted and consultation on it was ostensibly limited. Philips highlights the 
far-reaching nature of the changes:

Generally speaking ... other countries have not tended to adopt 
the same radical reform as in New Zealand, preferring instead 
to take a more cautious ‘incrementalist’ approach, such as in 
the various countries making up the United Kingdom, and the 
various states in Australia (Philips, 2006: 6).
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Policy objectives included recognizing a wider range of achievement, 
addressing major demographic changes and providing a foundation for 
economic and social development (Philips, 2006). 

Concern has been expressed about whether the performance-based 
learning system is sufficiently robust for university entrance. Competitive 
university programmes sometimes either imposed additional requirements 
alongside those needed for general entry or they specified courses that 
applicants should take while in upper secondary. Some universities delayed 
selection to competitive programmes until a student’s second year of 
university so that they could use results from the first year in the decision-
making process (Vallender, 2009). Some secondary schools switched to 
Cambridge International Examinations, which were perceived to be a less 
easy option (Johnston, 2015; Vallender, 2009).

In 2004 there was a standard setting controversy about the processes 
to set and moderate standards for the externally set Scholarship Assessment, 
which gives a monetary award to the most able university applicants (Martin, 
2005). The award was thought to have been insufficiently exemplified and 
comparability between subjects was questionable. A report into the award 
pointed to ‘drift into implementation without adequate analysis of the 
strategic policy risks’ (SSC, 2005: n.p.). Critics claimed the awards were 
unfair because the results were not scaled to ensure comparability across 
subjects and across years, which may have had negative consequences for 
some university applicants (Martin, 2005). This was compounded by the 
separation of standard-setting roles and lack of coordination between the 
Ministry and the New Zealand Qualification Authority (NZQA).

The controversy over whether the outcomes-based approach is fit 
for purpose continues in New Zealand. Recently there have been concerns 
about grade inflation – the outcomes of the NCEA have risen dramatically 
since 2004, while New Zealand’s students’ performance on PISA tests has 
declined (Powlesland, 2017). Powlesland (2017) claims that this decline 
in standards has meant that universities have had to raise their entry 
requirements. Boereboom (2016) points to the ‘major paradigm shift in 
assessment for New Zealand school qualification from a norm-referenced 
system to a standards-based system’ as the reason that the NZQA has had to 
reformulate university entrance requirements. Boereboom argues that with 
limited grades available and low floor standards in literacy and numeracy, 
universities have great difficulty in discriminating among applicants. He also 
bemoans the fact that internal and external assessments get equal weighting. 
While New Zealand seems to have no intention of returning to its former 
standard-setting system, the shift from the norm-referenced model to a 



325

Culture, context and controversy

largely performance-based one continues to be contested, especially around 
issues of university entrance.

Following the lead of New Zealand, Scotland, some Australian 
states and Canadian provinces, South Africa introduced outcomes-based 
education (OBE) in 1995 as part of its immediate post-apartheid reforms 
(Jansen, 1998, 2002; Botha, 2002; Cross et al., 2002; Sayed and Ahmed, 
2011; Kanjee and Sayed, 2013; Schmidt, 2017). One aim of the curriculum 
and assessment reforms was to:

introduce a shift from a system that is dominated by public 
examinations, which are ‘high stakes’ and whose main function 
has always been to rank, grade, select and certificate learners, 
to a new system that informs and improves the curriculum and 
assessment practices of educators and the leadership, governance 
and organisation of learning sites (quoted in Kanjee and Sayed, 
2013: 464).

Learner-focused and teacher-led assessment in outcomes-based education 
largely centres on formative (what became known in South Africa as 
‘informal’) assessment in order for students to achieve set goals for particular 
learning phases. Learning areas replaced subjects, with concomitant specified 
outcomes, range statements and assessment criteria (Cross et al., 2002) 
(outcomes-based). Knowledge and skills were integrated, and the emphasis 
was on competency, knowledge and attitudes gained through teamwork, 
critical thinking and problem solving (Cross et al., 2002; Sayed and Ahmed, 
2011). Formative assessment tasks were to be used to support students in a 
developmental manner, feeding back into teaching and learning. The policy 
commitment, however, did not translate into in-depth teacher training, 
and the implementation foundered (Schmidt, 2017). In 2000 a government 
review committee noted that OBE lacked ‘alignment’ between curriculum 
and assessment policy (Kanjee and Sayed, 2013: 450) and recommended 
that the curriculum be simplified and some specific curricular outcomes 
(and their associated standard setting mechanisms of assessment criteria, 
performance indicators and performance levels) dropped, although the 
notion of assessing students’ performance against assessment standards of 
overall learning outcomes remained. Kanjee and Sayed (2013) see this as a 
shift from the 1998 criterion-referenced assessment to standards-referenced 
assessment. While the role of teacher-based assessment remained important 
in the 2007 revisions to the South African curriculum, references to OBE 
were dropped and guidance on ‘formal’, or summative assessments that 
are used for examinations purposes and that impact on pass/fail decisions, 
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enhanced. Importantly for the issues concerned in this book, the Grade 12 
matriculation examinations, analysed in Chapter 11, retained their time-
honoured importance, and in a return to the testing-oriented curriculum-
based paradigm, formal assessments have been introduced for primary and 
lower secondary students. Kanjee and Sayed (2013) and Schmidt (2017) 
conjure up myriad reasons why the reforms failed to take hold: the poor 
quality of schooling; a lack of resources; large class sizes; too-strenuous 
demands on teachers; a paucity of effective training and guidelines; lack of 
assessment knowledge; the introduction of additional standardized testing 
and other progress measures; a lack of alignment between curriculum and 
assessment policy; willingness to listen to foreign consultants at the expense 
of local practitioners; over-hasty and uncritical policy borrowing; a lack of 
policy vision.

As Schmidt (2017) points out, many of the systems that introduced 
outcomes-based models have either abandoned the model or continue to 
suffer failure and intense criticism. Most systems accommodate and adjust; 
instead of structural revolution, we are more likely to find containment and 
adaptation. Although people may be dissatisfied with the current model of 
standard setting, as illustrated in the examples above, alternate models of 
standard setting lack the critical mass of support, and buy-in for systemic 
change is difficult to come by, making them unworkable in the jurisdictions’ 
current context. 

Summary
This chapter explored the ramifications of culture, context and controversy 
in the standard setting realm, concentrating on exit examinations, but 
sometimes delving into wider curriculum and assessment issues. Starting 
from Baird and Opposs’s examination of the three idealized types 
(paradigms) of assessment we investigated why, in the face of dissatisfaction 
with the dominant paradigm, jurisdictions on the whole did not indulge 
in root and branch change from one idealized type of standard setting to 
another, but instead largely made accommodations within the dominant 
paradigm. In order to answer our questions about change we looked at 
theoretical underpinnings primarily as elucidated by Thomas Kuhn and 
Michael Fullan and produced a framework for change based on three 
conditions: (1) dissatisfaction with the prevailing paradigm; (2) the 
existence of an alternative paradigm that is a ‘better fit’; and (3) the forces 
for change outweighing the desire for accommodation. We concentrated 
on four overlapping mechanisms or catalysts that could galvanize change: 
examination crises; media reporting; political involvement; and sociocultural 
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drift. Lastly, we looked into why standard setting systems rarely met the 
conditions for paradigm shift, concluding that educational assessment 
systems seem to resist change, and even when they do alter their standard 
setting processes, these alterations can be either short lived or unsuccessful 
and therefore abandoned. 
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Chapter 16

Setting standards in national 
examinations: What we 
have learnt
Tina Isaacs 

In this book we set out to investigate, document, analyse and evaluate setting 
and maintaining standards in national curriculum-based school leaving or 
university entrance examinations. Outcomes from these examinations are 
critical to the life chances of the students who sit them and in many cases 
to judgements about the schools in which the examinations are sat. School 
leaving and university entrance examinations in many jurisdictions stand as 
a proxy for the quality of the education system itself. Through conceptual 
and case study chapters, this book has explored how standards are defined 
and how those definitions are enacted, as well as trenchant system issues 
and challenges. It has put forward three paradigms for understanding 
educational assessment, provided insights to insider research, and offered a 
new theoretical conceptualization of the meaning of examination standards 
using an ecological model. 

We found that while education cultures are different in different 
places, as are standard setting and maintaining policies and practices, a 
number of themes arose both from the Standard Setting Project itself and 
from the additional research for this book. One incisive issue was the role 
of fairness and social justice in educational assessment in general, and in 
examinations in particular. While wanting to provide the most efficacious 
and acceptable means of distinguishing among test-takers, a number 
of jurisdictions, such as South Africa and Chile, recognized – and some 
struggled with – how to reconcile this differentiation with past and present 
social and economic injustices. 

There was no consensus on the role that teacher judgement and 
internal assessment could and should play in setting school leaving 
standards. Continuous assessment was deemed by some to allow a greater 
emphasis on deep learning and the skills that students would require to be 
successful in their university programmes and later employment or further 
study. Abiding concern was expressed about whether – and how – to assess 
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twenty-first-century skills such as creativity and innovation, critical thinking, 
problem solving, decision making, meta-cognition, communication, team 
work and citizenship (Adamson and Darling Hammond, 2015). However, 
comparability concerns and maintaining standards over time weighed 
against an over-reliance on teacher judgement, with some jurisdictions 
such as Sweden and Queensland shifting emphasis or moving back, at least 
partially, to more customary external testing and examining. 

There was a general unease – and yet a preoccupation – with what 
standards are and whether or not they are rising or falling. Questioning 
about the efficacy of, for example, the French baccalauréat, the English 
A levels and the Georgian Unified National Examinations has directly 
challenged whether or not the ‘right’ standard is being set for university 
entrants. In many cases high pass rates have caused political and media 
scrutiny. This, in turn, has led people to question the system that has 
produced these results. When a lack of trust in the examinations process 
takes hold in a system, stakeholders such as students, parents and teachers 
can lobby for changes or simply become cynical. However, we also found 
that despite questioning and doubt, most standard setting systems have 
remained relatively stable, with some tinkering around the edges rather 
than instituting deep-seated change. 

Contributions this book has made
National examination standards are a central currency and of great 
importance for people’s lives around the world. Yet, the research literature 
has largely ignored the ways in which standards are defined and set in most 
countries. If one’s only understanding were through published work, it 
would appear that psychometrics is the main way in which examination 
standards are set. However, for the first time, we have documented that 
this is not the case. Examination boards around the world do not primarily 
use a psychometrics paradigm. This book is therefore a useful addition to 
the literature for depicting the ways in which standards are set in the nine 
jurisdictions included in the book. 

Transparent procedures are not always publicly available in every 
country, and where they are, they may be written at such a high level that it 
is difficult to untangle exactly what happens in practice; the weight given to 
different sources of evidence, the sequence of events, who has the decision-
making power and so on. The chapters in this book are far more transparent 
than previously available documentation and are all presented in English, as 
language has been another challenge to accessibility. 
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Widening the range of jurisdictions included in the literature on 
standard setting has challenged the notion that psychometrics is the only, 
or dominant, paradigm. Public examination standards are being set for 
millions of students around the world every year without reference to 
the psychometrics paradigm. In this book we have introduced two other 
educational assessment paradigms – curriculum-based and outcomes-based. 
Commentary and practice relating to these approaches already existed in 
the literature, but they had not previously been contrasted as separate 
paradigms, which have different underlying belief systems and procedures. 
A prevailing view is that the psychometrics paradigm is superior. This 
position has a long history, as we noted in Chapter 1. The International 
Examinations Inquiry conducted in the 1930s was designed to promulgate 
more scientific forms of examining across the Atlantic to Europe (Lawn, 
2008). Although that early attempt was a failure, there were some successes 
and some of the countries involved (e.g. Sweden) were influenced by the 
Inquiry and have subsequently utilized psychometric techniques to a larger 
extent than in other countries’ national examinations (e.g. England and 
France). Some have argued that the techniques from curriculum-based and 
outcomes-based paradigms are weaker forms and that those countries do 
not use psychometric techniques because they do not have the expertise. 
Certainly, it is hard for examination boards to recruit technical staff with 
the training and skills to conduct psychometric analyses. However, this is 
true for quantitative techniques in education in general and there have been 
strategic initiatives in a number of countries to try to rectify this, through 
research funding bodies. 

Skill shortages are no doubt part of the answer to the lack of 
universal uptake of psychometrics, as no policymaker could change the 
approach overnight due to lack of people to make it happen. This is not the 
only explanation, but to know that requires both an overview of the field 
internationally today and a historical analysis of educational assessment. 
Curriculum-based and outcomes-based techniques are championed in some 
jurisdictions because they better suit the cultural and historical contexts in 
which the examinations are situated. 

Returning to the superiority of the psychometrics paradigm, we have 
presented it as one paradigm among three and have not taken the position 
that any of them is more suitable than the others. Notwithstanding, we have 
pointed out that in practice, standard setting systems have tried to borrow 
across paradigms in their procedures. While there are attractions to this, 
such as using the latest techniques and trying to address criticisms of the 
current techniques in use, it can cause problems. Coherence of the approach 
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can be lost as practitioners try to rationalize the links between the questions 
they are trying to address and the evidence produced through the cross-
paradigm techniques they are utilizing. Language used often creeps across 
paradigms, which can then mean that the utterances are counter-cultural, 
with all of the problems that can bring. Ultimately, there is no truth to find 
in the process of setting national examination standards, and the job is 
about marshalling the evidence in as rigorous a manner as possible. What 
counts as rigorous depends upon underlying views about what you are 
trying to assess and how that is best achieved. These views and aims are 
distinctively different across the paradigms.

We claim that the standard setting methods depicted in this book are 
an addition to the literature in itself. Oftentimes audiences will ask at the 
end of a presentation on the setting of examination standards, ‘Yes, but is 
that what is really done, or is it just what is claimed publicly?’ This leads to 
a range of questions about the authenticity of the descriptions in this book. 
Why should they be trusted? As we ourselves say in Chapter 1, standard 
setting is highly political; that being so, are the case study authors free to 
write exactly how things are done? After all, we selected examination board 
insiders to participate in this project. For the first time in the literature, 
we have tackled this issue. The project has led to a set of guidelines for 
examination board insiders to use in navigating research projects. It is based 
upon the literature on insider and action research, elite interviewing and 
on theories of researcher positioning. Our project was therefore reflective 
about these issues and, as such, we make positional claims rather than truth 
claims. It is for the reader to decide whether the text is trustworthy, but the 
authors’ job is to be transparent enough about who they are and how their 
claims can be evidenced to allow the readers to draw their conclusions. 
Certainly, it can be easier for insiders to discuss standard setting in historical 
perspective because the implications for the people involved are likely to 
have changed over time. 

Examination policy can be fast-changing in some of these contexts 
too, so the material here represents a particular snapshot in time. ‘Historical 
practices’ is the highest level of the ecological model of definitions of 
examination standards presented in Chapter 14. The ecological model is 
also an addition to the literature, as it explains why so many definitions 
have coexisted and why examination boards are not ready to simply 
disregard challenges arising from a range of definitions. Our investigation 
of examination standards definitions also showed that some definitions 
cross the levels of the ecological model. These two definitions – attainment-
referencing and standards-referencing – are indistinguishable conceptually, 
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but they have sprung from different paradigms; curriculum-based and 
psychometrics respectively. Using our ecological model and the paradigms, 
we have for the first time produced a framework for classifying national 
examination standards definitions in use in different jurisdictions.

Most standard setting methods involve the integration of information 
from a range of sources. Policy descriptions typically list all of these sources. 
How the information is integrated and the weight given to these different 
sources of information can be difficult to comprehend. Use of the range 
of information available may even be purposefully under-determined 
in the policy context to allow for adaption to different circumstances by 
the standard setting decision makers. A body of methodological work 
has conceptualized the integration of mixed methods research data (e.g. 
Teddlie and Tashakkori, 2016). Here, we have applied those techniques 
to describe how the standard setting methods used in the jurisdictions in 
the book claim to weight the qualitative and quantitative evidence and the 
order in which this occurs. Conceptualizing the standard setting process 
as a mixed methods study is also new to the literature and helps to better 
explain the integration of the wide range of information available in the 
processes. Showing standard setting processes in this way is also a higher 
level of formalization of the procedures.

From our experience of the field, we expected that each jurisdiction’s 
standard setting processes would be strongly affected by its educational, 
social and political cultures and that standards would be contested, even in 
the least transparent regimes. That hypothesis proved correct, but despite 
questioning, disputation and controversy, standard setting procedures 
proved remarkably resistant to fundamental change. Almost nowhere did 
we encounter a radical rethinking about standard setting, despite large-
scale ‘crises’ such as that in England in 2002. Instead, jurisdictions made 
accommodations to existing practices – in England, for example, shifting 
the balance in awarding procedures away from emphasis upon examiner 
judgement to stronger reliance on statistical predictions through comparable 
outcomes procedures.

Using a framework inspired by Thomas Kuhn’s paradigms in The 
Structure of Scientific Revolutions (1962) as well as Michael Fullan’s 
theoretical models for educational change, we grappled with the dilemma 
of why, despite dissatisfaction among some stakeholders and public 
opprobrium, sometimes on a large scale, the education establishment was 
unable or unwilling to promote change. Political and policy considerations 
dictated cautious approaches. Whereas in the physical sciences it is possible 
to find examples where ideas posited by the scientific community prevailed 
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over political opinion (although climate change scientists might dispute 
this contention), in educational assessment politicians who are responsible 
for education policy can, and do, use standard setting as well as wider 
curriculum and assessment issues as a means of reinforcing political agendas 
that rarely coincide with challenging the status quo. The short lifespan of 
many governments or education ministers also works against radical change. 
While politicians might want to point to advances in educational outcomes 
during their tenure, often through ‘raising standards’, those tenures tend 
to be too short term for root and branch reform, even if education-based 
stakeholders and the public were exerting pressure for it. Decision making 
therefore can be a matter of expediency and political necessity.

The case studies
It is extremely challenging to summarize briefly the contributions made 
by each of the jurisdictions that provided case studies for the book. What 
follows attempts to highlight, in alphabetical order, some of the challenges 
of successfully setting and maintaining standards in school-leaving 
examinations, drawing out additional issues and cross-cutting themes. 

Fairness and equity are themes that recurred in some of the case 
studies. Chile now has had 14 years’ experience with its university entrance 
tests, the Prueba de Selección Universitaria (PSU), and against hopes and 
expectations, the outcomes gap between students from low and high socio-
economic backgrounds has increased rather than shrunk. Universities 
are autonomous and set their own entrance criteria, and only the most 
selective institutions rely on PSU. Its advent has also increased the power 
of the National Council of Rectors of Chilean Universities (CRUCH), who 
support the PSU despite its drawbacks. But resistance to unquestioning 
reliance on the PSU is growing, and calls have been made to diversify the 
testing programme, especially for those students who have followed more 
technical and vocational pathways. Some also question the validity of the 
PSU tests, claiming that by focusing solely on content knowledge, students 
are not being tested on the skills they will need to be successful in university.

Over the past decade the Office for Qualifications and Examinations 
Regulation (Ofqual) has introduced a system of comparable outcomes in 
England’s two secondary school curriculum-based qualifications, GCSEs 
and A levels, which has stabilized standards maintenance and slowed down 
grade inflation. While both statistics and human judgement come into play, 
it is the former that is more heavily paid heed to. This does not prevent 
close scrutiny by stakeholders, especially the media, of the outcomes of 
standard setting and maintaining each year. One consistent refrain had been 
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that the examinations were being ‘dumbed-down’ and were therefore less 
useful tools in the university selection process than they could be, and this 
idea also reinforced the idea that schools and further education colleges 
were somehow ‘getting away’ with providing a less rigorous education. 
With the advent of comparable outcomes, standards-related questions 
are being asked. Is this newer approach preventing real improvements in 
student performance from being recognized? Due to the complexity and 
political underpinnings, as well as the very public and transparent nature 
of England’s examination system, challenges to it are likely to continue, 
regardless of which political party is in power.

The practices and procedures for setting standards in the French 
baccalauréat are less transparent than in many other countries. Around 
80 per cent of 18-year-olds sit some form of the baccalauréat and the pass 
rate is reasonably high – 88.5 per cent in 2016. There seems to be less 
questioning of the examinations’ standards – and standard setting processes 
– in France than elsewhere. This may be rooted in the fact that the national 
examination and university entrance system masks a separate, more elitist 
system, found in the grandes écoles. Students wanting to attend the grandes 
écoles are chosen after two years of highly competitive preparatory courses; 
admission does not rely on baccalauréat outcomes although applicants 
are asked to obtain one. Those who pass the baccalauréat are eligible to 
attend any public university in the subject of their choosing, but not to 
enter the elite further training courses. However, students’ failure rate in 
the first two years of higher education is high, which has caused some 
consternation (Bodin and Orange, 2017). The discrimination function that 
is found in other standard setting for school leaving examinations seems to 
be far weaker in France than elsewhere. (In January 2018 the government 
announced reforms to the baccalauréat that addressed some of the criticism 
presented above. Changes to be in place in 2021 will allow students to 
choose between more in-depth spécialités and have been made to ensure 
that both curriculum and examinations better prepare students for the 
requirements of higher education. Examination results will be included in 
applications for both types of higher education.)

Post-Soviet Georgia still struggles with standard setting and 
maintaining in an atmosphere in which fighting corruption in university 
admissions (and within the university system itself) is paramount. In the 
past wealthy and influential people were able to buy their children’s way 
into higher education. Now, however, university entrance examinations 
(Unified Admissions Examinations, or UNE) have cut scores that are little 
above what an applicant might receive by guesswork. Universities accept 
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students on their programmes who are not university ready, in part because 
universities are dependant for their survival upon students’ tuition fees. 
School accountability measures do not include student performance. In 
the face of these challenges, there is little incentive to introduce rigorous 
and discriminating standard setting procedures or to make the examination 
system transparent to stakeholders. UNE are both valued and trusted by 
the teaching profession and the public at large, perhaps more a testament to 
what they replaced than a vote of confidence in the examinations themselves.

Ireland’s school leaving certificate and its examination system 
date from the early twentieth century and Ireland enjoys a large tertiary 
participation rate. Centrally administered university admissions based 
on set entry criteria and rank ordering points-based methods play a role 
in system stability, although this does lead to increasingly specialized 
university course offerings as higher education institutions (HEI) compete 
for the best students. Comparability of standards across subjects is assumed 
and all are weighted equally for university entry (with the exception of 
advanced mathematics). Standard setting through post hoc changes within 
the marking process is a particular feature differentiating Ireland from 
most of our other case studies. Grade boundaries are fixed and adhere 
to a predetermined percentage of available marks. If during the marking 
process it transpires that ‘standards over time’ will not be preserved, the 
mark schemes are altered to achieve more acceptable grade distributions. 
Of concern among the education community is that this standard setting 
method can stifle innovation, since in order to achieve year on year stability 
the examinations must be somewhat predictable.

Having had an externally moderated school-based assessment and 
university entrance system since the 1970s (complemented by a core skills 
test), Queensland has very recently decided to introduce externally set 
components worth 25 per cent of students’ overall attainment rating. This 
will bring it more in line with Australia’s other states and territories, which 
employ a combination of external and school-based assessments wherein 
external examination results are used to scale school-based ones. Starting 
in 2019, moderated school-based assessment will contribute 75 per cent 
toward a student’s subject result except in mathematics and science, where 
it will be 50 per cent External components, however, will not be used 
to scale internal components, as in the rest of Australia. Students’ rank 
ordering for university entrance will be based on inter-subject scaling of 
their best five subjects. While there is continued support for, and a high 
weighting of, teacher-led summative assessment, critics argued that the 
moderation system was not sufficiently robust, reliable, or fair, especially in 
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mathematics and the sciences. Queensland’s decision to include externally 
set and marked assessments into the overall mix brings it more in line not 
only with other Australian states and territories but with much of the rest 
of school leaving assessments internationally. 

Apartheid’s legacy weighs heavily on the South African examination 
system and its National Senior Certificate (NSC). Attempting to overcome 
regional, class and racial differences, since 2008 students in the 12th grade 
have sat the same externally set school leaving examinations, which count 
for 75 per cent of the examination outcome; the other 25 per cent is 
moderated school-based assessment. The NSC’s natural technical teething 
problems are exacerbated by policies put in place to ensure fairness and 
social justice. Different examination levels – higher and standard – were 
abandoned, producing an unusually high proportion of students who were 
deemed to be university ready. Universities have reacted with scepticism 
and expressed doubts that the NSC is a good predictor of later academic 
performance in some subject areas. They argue that applicants are not 
prepared for university work and therefore drop out of their university 
programmes, something we have already noted happens in France. And as 
Howie points out in her commentary, another fallout from apartheid is the 
lack of technical capacity in setting, moderating and marking examinations 
as well as in quality assurance processes.

Like Queensland, Sweden relies on school-based assessment 
to determine students’ eligibility for higher education. And also like 
Queensland, Sweden is once again grappling with the role of externally 
set examinations, the national tests. These tests were reintroduced to 
complement teacher judgement and to help make those judgements more 
reliable, and in subjects where such tests are available, teachers give them 
a great deal of weight. If teachers’ judgements and national test outcomes 
diverge too much, this is seen as a serious problem. Issues of differences 
in standard setting between schools and over time have also arisen. Some 
have argued for a stronger reliance on the national tests, contending that 
they are more reliable and fair. They can also impede grade inflation. 
Currently the national tests are not high stakes, but that may change. 
Discussions are ongoing about using national test outcomes to make 
comparisons over time or to evaluate school performance; a framework 
outlining test development, interpretation and use is being worked on. 

Alone among our case studies, the United States has no national 
curriculum and therefore no curriculum-based school leaving examinations. 
Some states have their own tests, such as the New York State Regents 
examinations, but the only national tests for upper secondary students are 
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the SATs and ACTs, which it can be argued are curriculum-aligned to a 
certain extent, but not curriculum-based because they are divorced from 
national programmes of study. That leaves the Advanced Placement (AP) 
tests in an almost unique position – they have curricula that are available 
nationally and a set of examinations attached to those curricula. In the 
absence of nationally agreed curriculum standards, AP has become the 
de facto assessment system for higher achievers, since they are meant to be 
at first year university standard. While this means that an increasing number 
of schools and students are accessing AP, students of average and lower 
achievement are left without valid and reliable curriculum-based reflections 
of their high school performance, which puts a large burden on all but the 
most selective universities in making admissions choices.

The limitations of our study 
We faced a number of difficult decisions in research design for the Standard 
Setting Project. We acknowledged our positions as insider-outsiders, and the 
benefits and limitations of such positioning. Starting our reflective processes 
from our own positions, we concluded that senior examination board 
personnel would be best placed to access and share the detailed knowledge 
of policies, processes and approaches that we were seeking. Using such 
insiders necessarily brought limitations, which we aimed to offset through 
careful research design and appropriate support for project participants.

Our aim was to present a range of contrasting cases to increase 
knowledge of standard setting practices around the world. Finding the key 
people to participate was sometimes a challenge, since we wanted to work 
with those who were intimately involved in the standard setting process. 
Our approaches directly and through our networks failed in a number of 
countries. Unfortunately, the political pressures that we have described 
also affected some of our potential participants, and a small number found 
that they could not secure organizational or policy approval to take part. 
One or two of these are currently in the midst of major qualifications 
reform. Despite this, we secured 12 project participants from a range of 
jurisdictions around the world, and our purposive sampling of cases ensured 
that the project depicted a variety of approaches to standard setting, with 
different assessment formats and use of differential cut scores, as well as 
wide geographical spread and cultural distinctiveness, including cases from 
developed and developing systems, and systems currently subject to far-
reaching reform of qualifications. We were struck by the fact that many 
of the symposium participants, who were best placed to discuss standard 
setting within their jurisdictions, were eager to learn about what happens 
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in other jurisdictions. Some of these policy implementers did not seem to 
have participated in the sort of networks that are widely used by senior 
examination board colleagues, academics and policymakers such as the 
International Association of Educational Assessment (IAEA) and the 
Association for Educational Assessment – Europe (AEA-Europe). We are 
hopeful that our work is a first step to creating such networks, and there is 
already evidence of collaboration and communication outside the project.

We also carefully considered sources of evidence. As well as 
highlighting the issues inherent in insider researcher, our pilot study on 
Scotland and England showed us that documentary and archive evidence 
is not enough on its own (Baird and Gray, 2016). We knew therefore that 
we needed to use more than one source of evidence. We considered in-
depth interviews of wider participants and direct observation as possible 
additional sources, but given the international nature of the project, 
these two sources of evidence would have required people and budgetary 
resources beyond our means. Instead, we provided alternative perspectives 
and rival explanations of the phenomena presented. Participants agreed 
at the outset that their own position would be contrasted with those of 
two other in-country experts, and that while we would share with them 
the views of those experts, they would have no right of reply except to 
correct factual inaccuracies. For each of the country cases in this book, 
readers are able to read the insider’s account and to compare this with 
the two commentaries provided. We also carried out a series of interviews 
with our insider researchers in which we sought to challenge and confirm 
participant accounts of their own systems. Our thematic chapters draw on 
this interview data to provide commentary on the accounts presented by 
our insider researchers. The interviews challenged our own understandings 
of standard setting and resulted, we hope, in the co-creation of knowledge. 

Readers of this book can survey the range of evidence sources and 
make their own judgements on the authenticity and trustworthiness of the 
data presented. We claim that the cases captured in this book present a 
characteristic array of systems from around the world, and that the range of 
data sources represents a strenuous attempt to depict a variety of positions 
and to make transparent what was previously opaque. We note again, 
though, that this research is positional and leave the reader to make their 
own judgement on the positions presented.

Future research 
This project has shed a great deal of light on the ways in which standards 
are defined and set in the range of jurisdictions included in this book and 
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beyond. Notwithstanding, not all aspects of the project can be reported 
here, and there are some clear next steps for research that arise from the 
project and the literature. We have codified to some extent the approaches 
to standard setting that were taken, but there is clearly more that could be 
done to depict and classify the different approaches. Extending the work 
on mixed methods to a fine level of detail in a range of countries would be 
a very useful next step and one that would allow better comparisons to be 
made. And while we defined standard setting in Chapter 4 as ‘any process by 
which raw marks are converted into the reported outcome’, further research 
is needed around this broader, less technocratic concept, how the definition 
might be applied across the different paradigms, and where in the ecological 
model standards are set within education and assessment systems. 

Additionally, more nuanced work on the commonalities and 
differences between assessment paradigms is required. Their applications to 
case studies in practice would be illuminating. 

As part of the Symposium held at Brasenose College in Oxford 
in March 2017, representatives from different countries were asked to 
produce an outline of the organizational structures involved in national 
examinations and the responsibilities each of those held. It became apparent 
rapidly that this technique was very useful in showing how the culture and 
context of examinations differed and was represented in the institutional 
arrangements. More formal documentation of this kind would be an original 
introduction to the literature. Insights could be gained by further work on 
standard setting processes, procedures and policies in the three jurisdictions 
whose representatives attended the symposium but which do not have case 
studies in this book: Hong Kong, South Korea and Victoria. For example, 
Hong Kong has attempted to put in place curriculum-based assessment 
models over the last 30 years, some of which, like the Target-Oriented 
Curriculum of the 1990s, have been abandoned (Carless, 2012). More 
recently, school-based teacher-graded assessments have been introduced 
that contribute between 15 and 25 per cent of the subject marks of the 
Hong Kong Diploma of Secondary Education (HKDSE). Whether these 
reforms represent paradigm shifts or accommodation within the existing 
systems could be usefully explored.

In Chapter 1 we discussed the Americanizing influences that can be 
observed in some systems. Post-colonial inheritances in assessment systems 
also could be usefully explored further. England, France and the US have 
influenced strongly the examination and standard setting legacy of those 
nations and jurisdictions within their former – and current – spheres of 
influence. One only has to look at the impact that England has had on 
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commonwealth countries to realize that the English examination system 
has spread massively. Equally, the effects of other colonial empires upon the 
education systems and their standards have not been part of the analytical 
approach in the book, but might usefully be so in future work.

Finally, Foucault (1977) argued that assessment was part of the 
power of normalization in everyday society. Through assessment we are 
controlled and even internalize the judgements, thereby normalizing our 
own behaviour. Thus, questions about who decides what is to be valued 
in assessments and to define their standards are as profound as they are 
insidious. In this book we barely touch upon the power dynamics underlying 
educational assessment, but a sociological analysis would foreground them, 
seeing them as the most important feature of this area of study. Due to our 
own positions and the expertise that we bring, we have prioritized other 
aspects of the research, but we recognize that whosoever has the power 
to decide examination standards in policy and in practice is a pressing 
area for research. Contrasting those arrangements across jurisdictions in a 
comparative analysis will also be a valuable contribution to understanding 
examination standards and their relations with the societies they serve.
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Appendix B

Guidelines for the exam 
board insider researcher
Lena Gray

Many guidance documents provide advice and checklists on how to carry 
out research projects, and many have useful things to say about aspects 
of qualitative research, action research and insider research (for example, 
Denscombe, 2010; Bell, 2005; Blaxter et al., 2006). In exam board research, 
we need to consider some key points from descriptions of several different 
research methods, and a distillation of those into one document may prove 
helpful. This section sets down some lessons and pointers that I have 
found useful in carrying out and reflecting on my own insider research. 
It has been compiled following a search of existing guideline documents 
– although given the size of the field, not one that claims to have involved 
comprehensive searching or systematic review.

The suggestions given have been tested through knowledge exchange 
with insider researchers, and their views were sought on how useful and 
practical they found previous drafts of these guidelines.

The advice below is not intended as a guide to research methods 
or ethics. It is assumed that it is addressed to researchers who already 
have established practices, and who wish to reflect on how better to create 
conditions to ask the question, ‘What are we doing here?’ Its focus is purely 
on how to open up spaces that facilitate openness and transparency, and 
allow the insider researcher to ‘speak truth to power’ (American Friends 
Service Committee, 1955). As such, it is intended to supplement existing 
knowledge and ways of working and does not cover all aspects of research 
design and planning, data gathering and analysis and reporting.

The guidelines are arranged around the four stages of research 
suggested by Costley et al. (2010 – see below). 

For each stage of the research process, some general guidance notes 
are provided. For the first three stages, these are followed by a text box 
containing a checklist of possible actions and/or key questions to ask. The 
checklists are adapted from existing guidelines and checklists on conducting 
research – mainly those on insider research (Zeni, 1998; Coghlan and 
Brannick, 2010; Costley et al., 2010; BPS, 2014; Kemmis et al., 2014).
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Figure B.1: The four stages of research suggested by Costley et al. (2010, 
Chapter 5)

Getting in
The first task in any research project is to define the nature of the research. 
There is much advice on ways to go about this, but Coghlan and Brannick 
point out some particular problems for the insider researcher. For example, 
it may be tempting to think that senior colleagues may be ‘won over’ to 
the need for the research if they are presented with it as a way to solve a 
problem. Coghlan and Brannick advise against that approach: ‘It may be that 
organisational members embrace problems with a sense of loss, wondering 
about the organisation’s ability to reach a satisfactory resolution’ (Coghlan 
and Brannick, 2010: 54). As already touched upon in the discussion paper, 
for exam board researchers working in organizations arguably already 
subject to risk avoidance and scapegoating, talk of ‘problems’ may not be 
the best way to convince colleagues that your research will be helpful. On 
the other hand, they argue, framing your research in terms of opportunities 
may also be less than helpful, engendering excitement, encouraging divergent 
thinking and creating a risk-taking culture around the project. Better, they 
suggest, to frame the project in terms of ‘issues’, which they view as a neutral 
term (Coghlan and Brannick, 2010: 54). However, a glance at synonyms for 
‘issues’ in any thesaurus might suggest the opposite, and perhaps the best 
advice is to think carefully about your language: ‘topics’ might be a more 
neutral term, or ‘questions’.

Even if you are successful in framing your project in a neutral way, 
colleagues – including senior colleagues – may have a range of concerns 
about the work. Some of these may be purely practical: for example, 
concern might be expressed over the amount of time or resources that will 
be involved. In effect, they are giving you time to carry out this research, 
and they want to be assured that the work will produce benefits for the 
organization.

Most frameworks for insider research emphasize issues around 
consent to carry out the research. This guidance appears to make an implicit 
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assumption that the researchers are working at other roles and need to make 
themselves known as researchers. Providing assurances of confidentiality for 
colleagues is seen as a key part of this process. Ethical frameworks almost 
always stress the need to avoid deception of research subjects, but if you are 
an insider researcher whose colleagues know that you are researching your 
own workplace’s practices, then this becomes more complex. If research is, 
in fact, your day-to-day job, while in one way you are always open with 
colleagues, in another you are constantly in danger of practising deception: 
are your colleagues always aware of the particular work you are doing – its 
aims and purposes? 

In the context of insider research, ‘getting in’ is less about negotiating 
access, consent and confidentiality, and more about some difficult upfront 
conversations about the possible short- and long-term ramifications of 
carrying out and sharing the research. The British Psychological Society’s 
(BPS) Code of Human Research Ethics (BPS, 2014) reminds us that scientific 
integrity requires clear aims: ‘It is important that the aims of the research are 
as transparent as possible to ensure that it is clear what the research intends 
to achieve’ (BPS, 2014: 10). Whether you are proposing the research topic, 
or someone else is proposing it to you, extended negotiations may be 
necessary to achieve this transparency. These negotiations should include 
overcoming concerns and highlighting benefits: in effect, you will have to 
sell your research to colleagues.

In the complex political world in which exam boards operate, public 
trust is both essential and fragile, and research always carries risk. Research 
within exam boards is likely to fall into one or more of the categories defined 
by the BPS as ‘more than minimal risk’, including research involving access 
to confidential information; research involving access to potentially sensitive 
data; and research that may have an adverse impact on employment or 
social standing (for example, discussion of an employer, or discussion of 
commercially sensitive information). Importantly, too, for the exam board 
researcher, the BPS guidelines conclude that: ‘Risk analysis should not 
only be confined to considering the interests of the primary participants, 
but should also consider the interests of any other stakeholders’ (BPS, 
2014: 13–14). 

When you are proposing or developing the research topic, risk 
assessments and negotiations around it are essential. For exam board 
researchers assigned a research project by superiors, it can be tempting to 
assume that such considerations do not apply – but senior personnel may 
not have research experience, and will not have time to think through a 
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proposal in the same amount of detail as you do. If you do not want to 
find yourself in the frustrating position of having invested time and effort 
in a research project only to have senior colleagues ask for it to be stopped 
at a later stage, then you need to try to anticipate as many of the risks 
and issues as possible, and discuss these upfront with key decision makers. 
The organization’s hierarchies and decision-making structures will be 
important here, and it will be useful to you if there are explicit and agreed 
responsibilities for signing off research proposals, research outputs and 
research dissemination strategies. It is important that you are absolutely 
clear about which individuals or groups have this responsibility and, if there 
are different individuals or groups involved, you should spend some time 
reflecting on how these might interact with each other.

Figure B.2: Getting in

Many social science codes of research practice emphasize causing no 
unnecessary harm, and this may be complex for the exam board insider 
researcher. We saw earlier that there is a range of stakeholders who may 
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have an interest in your research; some of these may be directly impacted by 
it, and you may have to make difficult choices, balancing benefit and harm 
to different groups. Again, the key is to be explicit and to make sure that 
the relevant decision-making individuals and groups are aware that outputs 
may benefit some colleagues or stakeholders but harm others. Do not forget, 
too, about senior stakeholders: while it may be difficult to imagine senior 
colleagues as vulnerable, in terms of publication of reports about aspects 
of organizational activity, it is senior staff who will bear responsibility and 
whose lives may be affected by your research. As an employee, you have a 
right to expect them to do you no harm, but as a researcher, you have an 
ethical duty of care to do them no harm.

Figure B.3: Getting on (1)

Getting on
In the ‘getting on’ stage, you will be carrying out your research. Textbook 
after textbook on insider research stresses that it is here that the key strengths 
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– and weaknesses – of insider research may occur. You undoubtedly know 
more than an outsider would, but in order to articulate and critically analyse 
that knowledge, you must, as Coghlan and Brannick advise, ‘objectify your 
subjective experience’. You must find ways to sensitize yourself to your 
environment, and create a ‘strangeness’ between yourself and your research 
subject (Coghlan and Brannick, 2010: 9).

At a practical level, you will need to plan where to begin, what data 
to gather, and how to gather it. 

Figure B.4: Getting on (2)

During this stage of the project, you may fall into the trap of assuming that 
because you have gained senior staff or committee approval for the work, 
you now need only get on and do it. As the BPS notes, ‘consent should be 
an ongoing process and [that] a fuller appreciation of the research and the 
nature of participation will often become more apparent to participants 
during the course of their involvement with the research’ (BPS, 2014: 21). It 
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is your job as researcher to keep communicating and negotiating about your 
research methods and how your findings may be used: securing colleague 
(including senior colleague) support is not a one-off task, but an ongoing 
process, which will require a significant investment of your time. It may 
be tempting to view this as wasted time, or as a progress-blocker, so it is 
important to remind yourself, too, that investing this time will reap benefits 
in terms of being more assured that your project will reach completion and 
be able to achieve impact.

To add value to the field, your research project will have to open 
up issues for critical enquiry and discussion; this may be perceived as 
challenging the value system of your organization or professional field 
in some way. There may be personal and interpersonal challenges. You 
will need to consider your positioning as a researcher, as an exam board 
employee and as a colleague, acquaintance or friend.

Getting out
As an insider researcher, you cannot get out of the research context in 
the same way that a participant observer could if the observer was only 
temporarily part of the organization under study. Unless, like Bruce 
Moore, you are willing to resign your position, you are not going to get 
out physically, so to protect yourself and your colleagues, all the involved 
parties need to be clear when data gathering is happening and when it is 
not happening. You need to agree a deadline for the closure of your data-
collection processes, and you need to communicate that deadline to all 
affected colleagues.

You may wish to signal the end of the data gathering, and perhaps the 
end of your research project, with some sort of event or meeting in which 
you share your findings with colleagues. As well as marking a clear closure 
point, this also serves the useful purpose of debriefing the participants and 
other potentially affected colleagues.

The BPS’s Code of Ethics and Conduct (2009) includes standards for 
debriefing research participants, advising that psychologists should:

(i) Debrief research participants at the conclusion of their 
participation, in order to inform them of the outcomes and nature 
of the research, to identify any unforeseen harm, discomfort, or 
misconceptions, and in order to arrange for assistance as needed.

(ii) Take particular care when discussing outcomes with research 
participants, as seemingly evaluative statements may carry 
unintended weight (BPS, 2009: 20). 
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Once your research is complete, colleagues who have participated in it or 
are affected by it should have an opportunity to hear about the research and 
to discuss the findings and conclusions. Staff at all levels of the organization 
may read evaluative statements as criticisms of their work and find this 
threatening. Even if you think these are phrased positively, they may imagine 
implications that involve job loss or changes to working practices that they 
find alarming. Don’t assume that scientific conventions and language will 
come across as objective, either: to people not used to reading or hearing 
such language, it probably sounds cold at best and downright harsh at 
worst. Initiating change may not be the purpose of your project – that does 
not mean that colleagues will not see it that way and react accordingly. 
You might need to protect yourself from the potential hostility, but more 
importantly, you need to protect your colleagues by being very careful 
about how you express your findings and conclusions.

Figure B.5: Getting out
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Getting back
For an exam board practitioner who leads the occasional research project, 
‘getting back’ may seem a simple process of going back to the day job. 
For the exam board researcher, ‘getting back’ from any individual project 
means closing off that project and moving on to another research project. 
In both cases, the situation is not as simple as it may seem – we should 
remember Bruce Moore’s warning:

By giving in to the temptation to taste my own guiding assumptions 
and preferences I had forsaken the luxury of being able to see the 
world from an epistemologically privileged position. I found that 
the basis and foundations for my previous understanding and 
identity had been removed (Moore, 2007: 34). 

Researching your own organization, whether in a one-off project or on 
an ongoing basis, can be a profoundly unsettling experience. You may 
question your own assumptions, or you may find yourself critical of some 
of your colleagues’ guiding assumptions. Either way, it does not make for 
a comfortable working environment, and it will not necessarily be helpful 
when you start to plan your next research project.

To be most effective, insider researchers should consider 
reconceptualizing their research task. The suggestions captured in these 
guidelines build on Habermas’s theory of communicative action and 
sophisticated action research methodologies, and emphasize that at 
all stages of your insider research project, the more time you make for 
communication and negotiation with colleagues – and the more you see the 
process as collaboration – the greater your project’s chances of success. If 
all of your interactions in setting up/selling and carrying out the project are 
cast as collaborative actions, and you reinforce or reiterate this wherever 
and whenever needed, you will counter any impressions that your project 
is somehow inspectorial or regulatory, or otherwise sitting in judgement 
on your colleagues’ work. Planning, implementing and communicating 
about your work in this way will create an impression that your research 
is conversational and collaborative. While not all colleagues will want, or 
have time, to be active participants in your research, it may help you as an 
insider researcher to think of all of your research as participatory, and every 
piece of research as a joint venture with colleagues.
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